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SECTION 1

INTRODUCTION

1.1 GENERAL

The Texas Instruments TM 990/203 is a memory expansion module (shown in Figure
1-1) for use with the TM 990 bus-compatible microcomputers. Its features
include:

The TM

Compatible with the TM 990 microcomputer bus and system specification.
Designed to be used with the TM 990/510, /520 or /530 card cages.

Up to 32K words of dynamic random-access memory.

Issues an interrupt and lights an indicator upon a parity error.

DMA compatibility.

TTL compatible interface.

Transparent or cycle-steal refresh modes.

16 or 20-bit address bus

990/203 is available in four versions as shown in Table 1-1. Access to

the module is through the edge connector which mates to the backplane of
either the TM 990/510, /520 or /530 OEM card cages. The TM 990/203 is not
compatible with the TM 990/180M module which operates with an 8-bit data bus.

TABLE 1-1. PRODUCT MATRIX

Model Description
™™ 9906/203-21 8K X 16 bits of TMS 4027 RAM with parity
™™ 990/203-21A 8K X 16 bits of TMS 4108 RAM with parity
™ 990/203-22 16K X 16 bits of TMS 4116 RAM with parity
T™ 990/203-23 32K X 16 bits of TMS 4116 RAM with parity

1.2 MANUAL ORGANIZATION

This manual is organized as follows:

Section 1 provides a description of the TM 990/203, its features,
dimensions, and specifications.

Section 2 describes the correct procedure for installation, power up,
and operation of the TM 990/203.

Section 3 covers the theory of operation, including timing consider-
ations and addressing.
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1.3 SPECIFICATIONS

Module Dimensions:

Operating Temperature:

Clock Rate:

Devices Utilized:

Power Requirements:

See Figure 1-2.
0°C to 70°C.

The TM 990/203 is designed to operate with clock speeds up to
6 MHz.

Either TMS 4027 dynamic RAM (4K X 1 bit each) or
TMS 4108 dynamic RAM (8K X 1-bit each) in TM 990/203-21.

TMS 4116 dynamic RAM (16K X 1 bit each) in TM 990/203-22
and TM 990/203-23.

See Table 1-2.

TABLE 1-2. POWER REQUIREMENTS
Voltages Currents (Cycle Steal)
8K 16K 32K
TYP MAX TYP MAX TYP MAX
VDD +12 V +/-5 % 77 mA 1.2 A 65 mA 0.6 A 90 mA 1.2 A
VCC +5 V +/-5 % 1.9 A 3.0 A 1.85 A 2.7 A 1.9 A 3.0 A
-12 V +/-5 % 10 mA 20 mA 10 mA 15 mA 10 mA 20 mA
Voltages Currents (Transparent Mode)
8K 16K 32K
TYP MAX TYP MAX TYP MAX
VDD +12 V +/-5 % 150 ma 1.2 A 110 mA_ 0.6 A 190 mA 1.2 A
VCC +5 V +/-5 % 1.9 A 3.0 4 1.85 A 2.7 A 1.9 A 3.0 A
-12 V +/-5 % 10 mA 20 mA 10 mA 15 mA 10 mA 20 mA
EREEARR  NOTE  HREEERR

VBB (-5 V) to the memory devices is derived from the
-12 V supply on the backplane. At no time should
VBB to the devices exceed +0.3 V from ground. To
ensure that this does not occur, the -12 V supply
cannot exceed +0.6 V. Failure to observe this
precaution will cause dissipation in excess of the
maximum ratings due to internal forward bias
conditions set up in the memory devices. Permanent
damage to these devices will result. When a
system is constructed with separate supplies, it is
recommended that the -12 V supply be switched on
first and off last.

After power-up, eight memory cycles must be
performed to achieve proper device operation.
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APPLICABLE DOCUMENTS

e TM 990/100M Microcomputer User's Guide
e TM 990/101M Microcomputer User's Guide
o TMS 9900 Microprocessor Data Manual

e TM 990 System Specification Manual
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SECTION 2

INSTALLATION AND OPERATION

2.1 GENERAL

This section explains the procedure for unpacking and setting up the TM
990/203 module for operation with a TM 990/100M or T™ 990/101M microcomputer.

2.2 REQUIRED EQUIPMENT
The following equipment would be required for a typical system:
e TM 990/510, /520 or /530 card cage.

e Power supply that is capable of supplying the pdwer requirements of
the TM 990/203 memory module (Table 1-2), CPU module, and other user
installed equipment.

e Suitable terminal.

e TM 990 bus-compatible microcomputer.

2.3 UNPACKING

Remove the TM 990/203 module from its carton. Check the module for any
abnormalities that could have occurred in shipping, and notify your supplier
of any discrepancies.

2.4 INITIAL SETUP

The initial setup procedure for the TM 990/203 module involves the following:
® Module installation and hookup.
e Selection of the memory map.
e Selection of jumper options.

e Configure parity option.

2.4.1 Module Installation and Hookup

The use of either a TM 990/510, /520 or /530 card cage is recommended because
it offers protection from the abuse that a loose module would receive and
simplifies system hookup. The card cage provides termination resistors for
the open collector signals used on the bus, provides a terminal block for ease
of power supply connections, and in general allows system flexibility. All
communications with the TM 990/203 will take place through the module's edge
connector which mates to the backplane of the card cage.

If either the TM 990/510, /520 or /530 card cage is used, the hookup is
simple. Place the microcomputer in slot 1 of the card cage and place the T™M
990/203 in any of the remaining slots. This positions the memory module



between the CPU and the termination resistors on the backplane. Power supply
connections can be made to the terminal block on the back of the card
cage: Figure 2-1 shows the terminal block and identifies the connections.

CAUTIONS

1. If separate supplies are used, the -12 V supply should not exceed +0.6 V
relative to ground. Failure to observe this precaution will cause
dissipation in excess of the absolute maximum ratings due to internal
forward bias conditions. After powerup, eight memory cycles must be
performed to achieve proper device operation.

2. Always remove and insert modules with the power off. Do not remove or
insert any module with power applied as significant damage may result.

-
w®
-

BACKPLANE
PIN NUMBERS

GROUND (P11, 2, 99, 100}

-

h

UAUX 2 (P149,50)
UBATT 3 (P151,52)
couph?;ﬁ?ons 3 —12v % % 4 (P1.73,74)
+12v [% "/ 5 (P1.75,76)
L +5V W) 6 (P1-3,4,97, 98
RESET {TRAP TO VECTORS AT 00004 AND 00021g) } PRES.B 7 (Pi-94)
TRAP TO INTERRUPT 1 (NOT RECOGNIZED BY TM 990/180M) } INT1.B % % 8 (P1-16)
LOAD (TRAP TO LOAD VECTORS IN UPPER MEMORY AFTER 2 msmucnous)} RESTART B % % 9 (P1-93)

GROUND 10 (P11, 2,99, 100)

g

FIGURE 2-1. CARD CAGE TERMINAL BLOCK CONNECTIONS

If the memory module is to be used without a card cage, the signals normally
supplied via the card cage backplane must be supplied by a suitable interface
cable. The information necessary to design the interface cable is given in
Table 2-1 and Figure 2-2. Table 2-1 lists the backplane/P1 pin assignments

used by the TM 990/203 and Figure 2-2 is the schematic diagram of the TM
990/510 card cage backplane.
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TABLE 2-1. BACKPLANE/P1 PIN ASSIGNMENTS USED BY TM 990/203 MODULE

Pin Signal Pin Signal
1 ~ GND 60 A3.B
2 GND 61 AL.B
3 +5 62 A5.B
Y +5 63 A6.B
11 INT14.B~/(P8 of TMS 9901) 64 AT.B
14 INT15.B-/(P7 of TMS 9901) 65 A8.B
21 GND 66 A9.B
22 BUSCLK.B- 67 A10.B
23 GND 68 A11.B
25 GND 69 A12.B
27 GND 70 A13.B
29 CRUIN.B 71 A14.B
30 CRUOQUT.B 73 =12V
31 GND U -12V
33 DO.B 75 +12V
34 D1.B 76 +12V
35 D2.B 77 GND
36 D3.B 78 WE.B
37 D4.B 79 GND
38 D5.B 80 MEMEN.B
39 D6.B 81 GND
4o DT7.B 82 DBIN.B
41 D8.B 83 GND
42 D9.B 84 MEMCYC.B
43 D10.B 85 GND
4y D11.B 87 CRUCLK.B
us5 D12.B 89 GND
46 D13.B 90 READY.B
y7 D14.B 91 GND
48 D15.B 95 GRANTOUT.B
53 XAO.B 96 GRANTIN.B
5L XA1.B 97 +5
55 XA2.B 98 +5
56 XA3.B 99 GND
57 AO.B 100 GND
58 A1.B
59 A2.B

2-3
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FIGURE 2-2. TM 990/510 CARD CAGE BACKPLANE SCHEMATIC

2.4.2 MEMORY MAPPING

The TM 990/203 can decode both 16 and 20-bit addresses. The TM 990/100M and
T™ 990/101M microcomputers generate 16-bit addresses. When the TM990/203 is
used in a 16-bit address bus system, the 16/20 bit address jumpers(E89-E94)
must be in the 16-bit position (E91 to E90 and E94 to E93). In this mode the 4
extended address bits (XAO - XA3) are ignored by the /203 when decoding the
memory address. If the /203 is used in a 20-bit address system, jumpers
should be installed from E89 to E90 and E92 to E93. In this mode the /203
decodes the extended address bits so they must be driven by the CPU or a slave
processor at all times.

The user can select the upper and lower boundaries for the TM 990/203 memory.
The memory on the TM 990/203 can be set to operate on any 2K-word (4K-byte)
boundary within the available address field. This upper and lower boundary
selection is independent of the amount of memory actually populated on the
module, so that the user is not required to use all the memory on *the module
(this feature is useful, for example, in reserving 4K bytes of memory for an
EPROM loader).

Address boundary selection is determined by two sets of eight switches (one

2y



¢——— | OW OR STARTING —» «—— HIGH OR ENDING —»
ADDRESS ADDRESS
ONCO) $1 S2 S3 S4
MsB LSB MSB LSB MsB LSB MSB LSB
OFF(1)
HIGH LOW HIGH LOW
ORDER ORDER ORDER ORDER
(20-BIT (16-BID (20-BIT) (16-BIT)
(XAO-XA3) (AQ0-A3) (XAD-XA3) (A0-A3)
FIGURE 2-3. MEMORY MAPPING SWITCH ARRAY

set for low or starting address and one set for high or ending address).
Figure 2-3 shows these switches (S1-S4).

Addresses in the general form of VWXYZ,4(20-bit address) or WXYZ,g(16-bit
address can be mapped using this system. The high order switches S1 and S3
are used to set the value of 'V' and low order switches S2 and SY are used to
set the value of 'W'. 'V' may take on values from 0 to F (hexadecimal) that
correspond to values 0000 to 1111 (binary) and 'W' similarly may take on

values from 0 to F (hexadecimal) that correspond to values 0000 to 1111
(binary).

NOTE
If extended addressing is not used, as is the case with TM 990/100M
and TM 990/101M microcomputer modules, the 16/20-bit jumper should be set
in the 16-bit position. Switches S2 and S4 (Low order switches) are
used to configure the memory on the TM 990/203 into the CPU module's
available address space. The switch settings on S1 and S3 switches are
irrelevent in this mode.

Table 2-2 lists the available switch codes and the corresponding starting and
ending addresses (hexadecimal values). Switch codes 0000 (hexadecimal 0)
through 11112(hexadecimal F) are available for memory mapping use. As an
example of the use of this table, assume that switch code 0111 (hexadecimal 7)
has been entered: if this code were set on starting address switch S2, a
starting address of M.A. 70001 would be mapped; if this code was set on
ending address switch SU4, an ending address of TFFE ¢ would be mapped. The
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user is cautioned not to set the difference between upper and lower memory
addresses beyond the memory expansion capability of the TM 990/203 or the
memory map will fold over or overlap.

If extended addressing is used, as is the case when a CPU module that
generates a 20-bit address is used, then the 16/20-bit jumper should be set in
the 20-bit position. Switches S1 through S4 will be used to configure the
memory on the TM 990/203 into the CPU module's available memory space. Table
2-3 shows the available switch codes and the corresponding starting and ending
addresses (hexadecimal values) for extended addressing. When two or more
modules are used in a system, each can be viewed as pages in the memory map
with S1 and S3 selecting page start and stop and S2 and S4 setting the bounds
in the page or across the page boundary.

One additional feature involving switches S1-Si is noteworthy: if a starting
address is selected that is greater than the ending address, no memory will be
selected. This feature can be used to disable the memory expansion module
without removing it from the card cage.

TABLE 2-2 SWITCH CODE CONFIGURABLE ADDRESSES

Switch Code Starting Address Ending Address
(Binary) Switch S2(Hex) Switch SY(Hex)
0000 0000 OFFE
0001 1000 1FFE
0010 2000 2FFE
0011 3000 3FFE
0100 4000 4FFE
0101 5000 5FFE
0110 6000 6FFE
0111 7000 TFFE
1000 8000 8FFE
1001 9000 9FFE
1010 A000 AFFE
1011 BOOO BFFE
1100 Ccooo CFFE
1101 D000 DFFE
1110 EOO0O EFFE
1111 F0Q0 FFFE

NOTE: ON = 0; OFF = 1; Place the 16/20 address-bit-jumper in the 16-bit
position.
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TABLE 2-3  SWITCH CODE CONFIGURABLE ADDRESSES (EXTENDED ADDRESSING)

Switch Code Starting Address Ending Address
(Binary) Switches S1 & S2(Hex) Switches S3 & Sh(Hex)
0000 0000 00000 OQFFE
0001 0000 10000 10FFE
0010 0000 20000 20FFE
0011 0000 30000 30FFE
0100 0000 40000 4OFFE
0101 0000 50000 50FFE
0110 0000 60000 60FFE
0111 0000 70000 TOFFE
1000 0000 80000 80FFE
1001 0000 90000 90FFE
1010 0000 A0000 AQFFE
1011 0000 B000O BOFFE
1100 0000 Co000 COFFE
1101 0000 D000O DOFFE
1110 0000 E0000 EQFFE
1111 0000 FO000 FOFFE

NOTE: ON = O OFF = 1; Place the 16/20 address bit jumper in the 20-bit
position.

2.4.2.1 Memory Configuration Example. In order to properly configure the
expansion memory into the CPU module's available address space, the CPU's
memory map and the amount of expansion memory addresses must be known. In
this example, a TM 990/101M CPU module will be used in conjunction with a TM
990/203-21 memory expansion module (this module provides an additional 8K
words of RAM). The available memory address space for expansion extends from
M.A. 10004 to M. A. EFFEqg (see Figure 2-4). To map the additional 8K words
of DRAM from M. A. 10004¢ to M. A. U4FFEqg: switch S2 should be set to code
0001 (ON-ON-ON-OFF); switch S4 should be set to code 0100 (ON-OFF-ON-ON); and
the 16/20 address bits jumper should be in the 16-bit position. The codes on
S1 and S3 are irrelevant since XAO - XA3 are ignored--the resulting memory map
will be as shown in Figure 2-5.

NOTE

The memory mapping architecture of the TM 990 product
line is explained in Appendix F.
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0000
16 EPROM 2K X 16
OFFEq4
EFFEq¢
F0001¢6 RAM 2K X 16 -
FFFE1¢

FIGURE 2-4. MEMORY MAP FOR TM 990/101M (2K X 16 EPROM, 2K X 16 RAM)

000044
EPROM 2K X 16 oFrE
100044 FrE6
DRAM 8K X 16
MEMORY EXPANSION
4FFE
500014 16
EFFE1¢
F00044 RAM 2K X 16
FFFE

FIGURE 2-5. DESIRED SYSTEM MEMORY MAP (FOR TEXT EXAMPLE)
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2.4.2.2 Memory Configuration Example: Extended Addressing. In this example
of memory configuration, a hypothetical CPU module that uses extended
addressing will be used in conjunction with a TM 990/203-22 memory expansion
module (this module provides an additional 16K words of DRAM). Assume that the
available memory space for expansion extends from M.A. 0200044 to M. A.
FFFFEq g, and that the 16/20 address bits jumper is in the 20-bit position. In
order to map the additional memory from M. A. 5000044 to M. A. 5TFFEqg:
starting address switches S1 and S2 should be set to code
0101200002(ON-0FF-0N—OFF ON-ON-ON-ON); and ending address switches S3 and Si
should be set to code 010150111, (ON-OFF-ON-OFF ON-OFF-OFF-OFF).

2.4.3 Jumper Positions and Options
Table 2-4 provides a listing of the jumper options as shipped for the various
configurations, Table 2-5 provides a brief description of the jumpers, Table
2-6 provides a description of each jumper connection, and Figure 2-6
identifies jumper pins and memory banks. Appendix A provides two
additional tables that provide extensive information regarding several
additional options. The jumpers that are provided on the TM 990/203 are
intended to provide the following accomodations:

e Future memory expansion

o Refresh period selection

e Wait state selection

¢ Cycle steal or transparent refresh.

® Processor Address bus size

TABLE 2-4 JUMPER POSITIONS AS SHIPPED

™™ 990/203-21 TM 990/203-214A ™ 990/203-22 TM §90/203-23
E5 to E4 E5 to E4 E5 to E4 E5 to E4
E8 to ET E8 to E7 E8 to E7 E8 to ET7
E13 to E10 No Jjumper from E13 No jumper from E13 E13 to E1l4
E16 to E15 E16 to E18 E16 to E18 E16 to E18
E20 to E19 E20 to E22 E20 to E22 E20 to E22
E23 to E24 E23 to E24 E23 to E24 E23 to E24
E27 to E28 E27 to E28 E27 to E28 E27 to E28
E31 to E35 E31 to E34 E31 to E34 E31 to E34
E45 to E65 E45 to E65 E45 to E65 E45 to E65
E4T to EU6 E47 to EA48 E47 to EU8 E47 to EU8
E73 to ET4 E73 to ET4 E73 to ET74 E73 to ET4
E82 to E83 E82 to E83 E82 to E83
E8Y4 to E85 E87 to E83 or E84 to E85 E84 to E85

E88 to E83
E91 to E90 Wirewrap wire E91 to EQ0 E91 to E90
E94 to E93 E8Y4 to E82 E94 to E93 E94 to E93

E91 to E90

E94 to E93
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TABLE 2-5 JUMPER CONNECTION DESCRIPTION

Jumper Schematic

Position¥ Description Sheet

E5 to Ei Bus signal INT15.B-/PT7; controls parity 2
interrupt; high/low enables/disables and
clears interrupt

E5 to E6 CRU output (1 or 0) signal resets parity 2
interrupt(See 2.5.2)

E8 to E9 Sets parity interrupt to level 1 via bus 2
signal INT1.B-

E8 to ET Sets parity interrupt to level 2 via bus
signal INT2.B-

open Disconnects parity interrupt line from 2
System Bus

E13 to E10 For UK RAMS(TMS u4027's) 3

E13 to E14 For 8K or 16K RAMS(TMS 4108 or 4116's) 3

E13 to E11 For access to Bank A or Bank B; low/high 3
enables Bank B/A(see 2nd par. of 2.4.3.3)

E13 to E12 For future expansion 3

E66 to E68 For byte-oriented microprocessor/system 3
bus

E66 to E67 For future expansion 3

No jumper to E13 -Bank A selected(only) 3

and E66

E16 to E15 For 4K RAMS 2

E16 to E18 For 8K or 16K RAMS 2

E16 to E17 For future expansion 2

E20 to E19 For 4K RAMS 2

E20 to E22 For 8K or 16K RAMS 2

E20 to E21 For future expansion 2

(CONTINUED)

* see Figures 2-6, 2-7 and 2-8 for jumper locations
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TABLE 2-5 JUMPER CONNECTION DESCRIPTRIONS (CONTINUED)

Jumper Schematic
Connection Description Sheet
E23 to E24 & For 0 wait states y
E27 to E28
E23 to E25 & For 1 wait state L
E2Tto E26
E23 to E26 & For 2 wait states 4
E27 to E30
E31 to E32 For 256 refresh cycles/ms 5
E31 to E33 For 128 refresh cycles/ms 5
E31 to E34 For 64 refresh cycles/ms(TMS 4116) 5
E31 to E35 For 32 refresh cycles/ms(TMS 4027) 5
E59 to E60 0 cycles/ms (test mode) 5
E59 to E61 T 990 system: For external refresh 5
(under control of INT15.B/PT)
Other systems: For forcing refresh
cycle(1 must be valid for one positive
transition of BUSCLK.B-)
E45 to EUy Transparent refresh(with cycle steal 4
on refresh violation)
E45 to E65 Cycle-steal refresh 4
EUT7 to EU6 For 4K memory devices 3
E47T to EU8 For 8K or 16K memory devices 3
E73 to ET4 For processors requiring 2 clock cycles y
per memory cycle
E73 to ET5 For a processor which has the potential for 4

a memory cycle having a duration of a single
clock cycle




TABLE 2-5 JUMPER CONNECTION DESCRIPTRIONS (CONTINUED)

Jumper Description Schematic
Connection Sheet
E78 to ET9 custom application 3
(open) normal operation
E83 to EB2 For use when TMS 4027 or TMS 4116 2
memories are utilized
E83 to E87* For TMS 4108-25-0 memories
E83 to EB8* For TMS 4108-25-1 memories
E84 to E82%¥ For TMS 4108 Memories (wirewrap wire) 2
E8Y4 to E85 Jumpered when TMS 4027 or TMS 4116
are used
E89 to E90 & 20-bit address bus 2
E92 to E93 (extended addressing)
E91 to E90 & 16-bit address bus(TM330/100,101) - 2
E94 to E93

*% E83 must be in TMS 4108 position
* E8Y4 to EB2 connected via wirewrap wire
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2.4.3.1 Select Wait State. For processors operating at clock rates faster
than 3.2 MHz and for TMS 4027 and TMS 4116 memory devices with access times
other than 250 ns, consult Table 2-7 to determine the required number of wait
states that are needed. As an example, for a processor operating at 4 MHz and
a memory module using memory devices with a 300 ns access time, one wait state
(1 WS) would be required.

TABLE 2-6., WAIT STATES

Clock Memory Access Time(WS)
Rate 300 ns 250 ns 200 ns 150 ns
3-3.2 MHz 0 0 0 0 WS
3.2-3.5 MHz 1 0 0 0 WS
3.5-3.9 MHz 1 1 0 0 WS
3.9-5.0 MHz 1 1 1 0 WS
5.0-6.0 MHz 2 1 1 0 WS

Table 2-8 lists the jumper connections that are required for the various wait
states. It should be noted that two jumper connections are needed to properly
select the required wait state. As an example, connections from E23 to E25
and E27 to E29 should be made for one wait state.

TABLE 2-7. WAIT STATE JUMPER CONNECTIONS

Number of Required Wait States

0 | 1 | 2
Jumper E23 to E24 E23 to E25 E23 to E26
Connections E27 to E28 E27 to E29 E27 to E30

2.4.3.2 Cycle Steal and Transparent Refresh. There are two dynamic refresh
techniques that are used with the TM 990/203: cycle steal and transparent
refresh. The choice between the two techniques essentially involves a
tradeoff between power consumption and throughput. Table 2-9 lists the
advantages and disadvantages of each technique.

TABLE 2-8 COMPARISON OF CYCLE STEAL AND TRANSPARENT REFRESH MODES

Advantages Disavdvantages

Cycle Steal: Less power consumed Less throughput(with 0 WS)

Transparent Refresh: | More throughput(see note) More power consumed

Ry

| CAUTION |

PSSP

If more than one wait state is required, the transparent refresh
mode may actually interfere more with processor operation than
the cycle steal refresh mode: this interference will result in
less throughput.

Assuming that memories requiring no wait states are used, and maximum
throughput is the main concern, the transparent refresh mode should be used.
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On the other hand if minimal power consumption is the main concern, the cycle
steal mode should be used. Table 2-10 shows the jumper connections that are
required for cycle steal or transparent refresh operation.

TABLE 2-9 CYCLE STEAL/TRANSPARENT REFRESH JUMPER CONNECTIONS
Cycle Steal Transparent Refresh
Jumpers: E45 to E65 E45 to E4Y

2.4.3.3 Bank Select Circuitry. Bank selection on the TM 990/203 is
accomplished by jumpering (via E13) the most significant bit needed for the TM
990/203's memory size to the bank select circuitry. Thus on a 8K X 16 (two
rows 4027s) module, A2 selects one of the two UK X 16 banks; on a 16K X 16
module, the jumper is removed (since only Bank A is populated); and for a 32K
X 16 (two rows 4116s) module, A0 selects Bank A or Bank B.

Another bank select jumper option available on the TM 990/203 is to select
Bank A or Bank B with I/0 Port 8 of the TMS 9901 (on TM 990/100M or TM 990/101
CPU modules). This method allows banks to be switched in and out of the
same memory space by outputting a logic "O" or logic "1" on Port 8 via CRU.
For example, assume both banks are populated with TMS 4116S (16K X 16 per
bank) and it is desired that the banks be switched in and out of the same
memory space. The memory enable switches should be set to enable 16K words
(32K bytes) of memory space at an unused area in the memory map. Then, with a
SBZ or SBO instruction at CRU address 13041¢ (in R12) each bank can be switched
in or out of the memory map by software control (a logic "1" enables Bank A, a
logic "0"™ enables Bank B). The bank that is deselected is totally
inaccessable and invisible to the processor until the logic value on P8 is
changed.

Note that this bank select feature dies not reflect the memory map
architecture of the TM 990 product line; this architecture is explained in
Appendix F. )

2.4.3.4 Address Bus Jumpers. The TM990/203 gives the user the option of
either a 16 or 20-bit address bus. When used with a processor which drives a
16~bit address bus(such as the TM990/101) E90-E91 and E93-E9U4 should be
jumpered. Likewise, when a processor which drives a 20-bit address bus is
chosen, E89-E90 and E92-E93 should be jumpered. Both jumpers must be changed
to select the desired address bus option.

The 16/20-bit address jumpers cause the /203 to ignore the extended address
lines (XAO-XA3) when in the 16-bit position, and the /203 is not affected in
any way by the values on the extended address lines(XAO-XA3). When in the
20-bit position, the extended address bits are decoded and the /203 may then
be used in a memory-mapped system.

2.5 OPERATION

2.5.1 Operation Without Parity

In order to operate the TM 990/203 without parity the user must remove the
jumper connecting E8 to either ET or E9. In doing this the interrupt request
generated aboard the TM 990/203 is not routed to the bus and thus isolated
from the system. This configuration allows the user to operate the TM 990/203

essentially as a static memory, and can use all of the TM 990 software

monitors with no modifications as long as the powerup requirements for the
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memories are observed (see powerup, Section 2.5.2). In this mode, the
parity error LED should be ignored since the parity bits were not initialized.

2.5.2 Operation With Parity

The TM 990/203 will interrupt the processor in the event of a parity error if
operation with parity is used. 1In order to operate the TM 990/203 with parity
the user must make two jumper connections and generate an interrupt handler
software routine. The required connections are as follows:

1. Connect a jumper from E8 to E9 (interrupt level 1 enable) or from E8
to E7 (interrupt level 2 enable).

2. Connect a jumper E5 to E4 (resets the interrupt via a logic '0'
outputted on the INT15-/P7 line) or from E5 to E6 (resets the
interrupt via a logic '0' or a logic '1' outputted on the CRUOUT
line). It should be noted that in the CRU mode, the user must supply
a SN743287 PROM programmed to enable the interrupt reset circuitry at
a specific user-selectable word of CRU. For more information on
the CRU method, see Appendix C.

In addition to the jumper connections, the user must generate an interrupt
handler software routine which resets the parity interrupt and flags the
memory location which is in error. The exact location in error may be found
by the interrupt routine if a read and write operation is performed (with all
additional interrupts masked) on the entire RAM memory while the software
monitors the interrupt line (INT1 or INT2 which are jumper selectable) to
check for errors.

If the TM 990/203 is used with the parity option, a parity error will occur
when memory is first accessed unless the parity bits are first initialized.
These bits can be set by writing to every location. This allows the parity
generator/checker on the TM 990/203 to generate the correct parity bits and
write them into the extra parity bit associated with each word. These parity
bits are stored exactly the same way as the data in an extra memory device.
When the data is read back, the parity bit is also read and compared with the
parity bit regenerated from the data. If an error occurs, the parity
flip-flop is set and an interrupt request is generated. For an example of a
software powerup routine see Appendix D.

2.5.3 General

Essentially the user needs only to choose the correct memory configuration
(Section 2.4.2), insert the module into the card cage, and apply power to set
up the system for operation.

The operation of the TM 990/203 memory module should be transparent to the
user in that no special signals are required other than those supplied through
the backplane of the TM 990/510 or TM 990/520 card cage or through an
equivalent interface cable. .



SECTION 3
THEORY OF OPERATION
3.1 GENERAL

This section covers the theory of operation for the TM 990/203 dynamic RAM
memory board. Figure 3-1 is a block diagram of the board.

3.1.1 RAM Area

RAM is populated on-board on two banks (banks A & B) of 17 RAM chips: one chip
for each bit in the 16-bit data word; and an additional chip for a parity
value for each word. Figure 2-6 shows the physical locations of banks A and B
on the memory board. Table 1-1 lists the memory configurations available

according to dash number. Present configurations shipped are as shown in
Table 1-1.

3.1.2 Parity Logic

The memory board generates one bit of parity for each 16-bit word written to
memory. This parity value is placed in the parity memory chip in the memory
bank. The board utilizes odd parity; thus, an even number of ones in the
16-bit word results in a one written to the parity bit (and a zero for an odd
number of ones). When a word is read from the memory, parity is again
generated and this value is compared to the stored parity bit; an interrupt
request is generated if the bits do not match. Jumpers allow this interrupt
to be ignored or to be routed to INT1.B- or INT2.B- on the system bus.

3.1.3 Memory Controller
The principal duties of the memory controller ineclude:

e Monitoring the memory system to ensure that each memory bit is
refreshed properly;

® Ensuring that the processor-generated memory-access cycles and the
memory-board-generated refresh cycles do not interfere with each
other.

In general, the controller directs the memories and the system bus according
to the inputs the controller receives from the processor or the on-board
refresh circuitry.

3.1.4 Data Buffers

The system bus data lines (DO.B to D15.B) are buffered by TULS2U5 octal bus
transcievers on the memory board. These tri-state buffers go into the
high-impedance state when the memory board is not being accessed, allowing
other modules on the system bus to utilize the bus. The data buffers accept

data from the system bus to the memory board and vice versa (memory board to
system bus) when the memory is enabled.

3.1.5 Data Multiplexer and Latch

The data multiplexer and latch logic multiplexes the data read from memory and
latches the data until it is read by the processor. Since some of the memory
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chips that can be possibly used on the TM 990/203 do not have tri-state
outputs, the multiplexer selects either memory bank A or bank B output and

gates this output into the latch. The latch also ensures valid data until the
end of the memory cycle.

3.1.6 Wait State Logic

The TM 990/203 memory board is equipped with wait state circuitry to interface
with fast processors operating up to clock speeds of 6 MHz. The number of
wait states (0, 1, or 2) is jumper selectable. Table 2-7 shows the wait state
needed according to memory access time and clock speed. :

3.1.7 Address and Select Logic

The addressing scheme of the TM 990/203 board allows the user to locate his
memory in blocks that begin on address boundaries separated by 100044 (e.g.,
00004¢, 100046, 20004¢, 300046, etc.). Four groups of pencil switches (four
switches in each group) allow the user to select .the beginning memory address
and the ending memory address for systems using a 16-bit address or an
extended 20-bit address depending on the 16/20-bit address jumper setting.
When the 16/20-bit address bus jumper is in the 20-bit position, the
beginning-address switches will be the two most-significant digits of the
five-digit hexadecimal address. The ending address setting will be the two
most-significant digits of the five-digit hexadecimal address plus 00FFEqg.
For example, if the beginning address switches are set to 03 and the ending
address switches are set to OE, the beginning address of memory is 030001¢ and
the ending address is OEFFEqg inclusive. Also, if the beginning and ending
address switches are both set to 03, the beginning address is 0300014 and the
ending address is 03FFE g. When the address bus jumper is in the 16-bit
position, the extended address line values (S1 and S3) are ignored; therefore,
the settings of switches S1 and S3 are irrevalent. If the value of the
beginning-address switch is larger than the ending address switch, the memory

will be deselected from the board. Paragraph 3.4.4 further explains memory
selection.

3.1.8 Memory Refresh

Dynamic RAM's must be refreshed periodically to avoid loss of stored data.
Since the refresh process and memory access by the processor cannot occur at
the same time, consideration must be given to the timing of these two
functions and the possibility that the processor may have to wait while the
refresh process "steals" processor time for memory refresh. By use of
Jjumpers, the user can select one of two refresh methods:

o Transparent refresh--the refresh cycle is synchronoized to the
processor memory cycle to ensure that it does not access memory
during the memory access time of the processor;

° Cycle-steal refresh--the refresh circuitry accesses memory at speci-
fied time intervals; if the processor requires memory while refresh
is ocecurring, it must wait until the refresh is finished.

3.2 MEMORY CYCLE FLOW CHART

Figure 3-2 is a flow chart detailing the flow of control for a memory
cycle(Path 1 on the left side of the figure) and for a refresh cycle (Path 2
on the right).
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During the memory cycle path, a memory access cycle begins: if there are no
wait states or refresh cycles in progress; and if there is (or has been) an
attempted memory access and a board select. If all these conditions are met,
a row address strobe (RAS) and then a column address strobe (CAS) are
generated that strobe the row and column addresses to the memory chip. The
memory controller then sets the wait state flip-flop and waits for a TERM
pulse(terminate memory cycle), which is controlled by the number of wait
states selected(by jumper) by the user. After a TERM pulse is received, the
controller either returns to the beginning of the memory access cycle loop, or
if REFTIMER is active (high), the controller branches to the start of the
refresh cycle loop.

Transparent refresh is initiated by the rising edge of every MEMEN- (memory
enable) and is represented by the dotted line in Figure 3-9. Thus, at the end
of every memory access (onboard and offboard memory), the TM 990/203 initiates
a refresh cycle. For more information on refresh, see subsection 3.3.

A refresh cycle consists of first setting the REFRESHQ flip-flop(0 to WAITQ)
which signals the start of a refresh cycle. The row address strobe (RAS) then
strobes in the row address(column addresses are not needed in a refresh) to
both memory banks. Then the refesh flip-flop and the wait flip-flop are both
set(1 to REFRESHQ, 1 to WAITQ) until a terminate (TERM) ends the refresh
cycle. If at any time during a refresh cycle the processor attempts to access
the memory board(1 to STARTQ), the memory controller halts the
processor(brings READY low) until the refresh cyucle is completed, and then
allows the memory cycle to proceed.

3.3 REFRESH

The RAM data cells are organized into a matrix of rows and columns with
on-chip gating to select the addressed bit. Refresh of the RAM cell matrix is
accomplished by performing a memory cycle on each of the 64 (4K RAM) or 128
(16K RAM) row addresses every 2 ms or less. Performing a memory cycle at any
cell on a row refreshes all cells in that row. Note that only row refresh is
necessary; therefore, columnm addressing is not used for refresh.

There are several dynamic memory refresh techniques which can be used for a
TMS 9900 system. If the system periodically accesses at least one cell of
each row every 2 ms, then no additional referesh circuitry is required. A CRT
controller which refreshes the display periodically is an example of such a
system.

Refresh control lbgic must be included, however, in most systems since the
system cannot otherwise ensure that all rows are refreshed every 2 ms.
Several refresh methods exist that can be used on TMS 9900 systems:

e block(not used on TM 990/203)

e cycle stealing (jumper selectable on TM 990/203)

e transparent (jumper selectable on TM 990/203)



Only two of the above (previous page) refresh modes are available on the TM
990/203: cycle stealing and transparent refresh; chosing the mode is jumper
selectable at E45. An explanation of the block refresh mode is provided in
the following paragraph for information only since it is not available on the
board.

3.3.1 Block Refresh

The block refresh mode halts the CPU every 2 ms and then refreshes all of the
rows individually. This halt period lasts 64 memory cycles for a 4K RAM and
128 memory cycles for a 16K RAM. Some TMS 9900 systems cannot use this
technique because of the possible slow response to priority interrupts or
because of the effect of the delay during critical software timing loops or
I/0 routines. It is for this reason that block refresh is not used on the TM
990/203 memory board.

3.3.2 Cycle Stealing Refresh

The cycle stealing mode is selected on the TM 990/203 by jumpering E45 to E65.
This mode "steals" a cycle from the system periodically to refresh one row.
If the processor wishes to access memory during refresh, it must wait until
refresh is complete; thus, the refresh process "steals" memory access time
from the processor.

The refresh interval is determined by the maximum refresh time and the number
of rows to be refreshed. The 4K dynamic RAM's have 64 rows to be refreshed
every 2 ms; thus, the maximum possible time "stolen" from the processor will
be 31.2 micro-seconds every 2 ms. Likewise, the 16K RAM's have 128 rows to be

refreshed; thus, the maximum possible time stolen(assuming zero wait states
will be 62.4 micro-seconds every 2 ms.

During the refresh cycle, the CPU can attempt to access the dynamic memory
since the CPU is not synchronized to the refresh controller. If the CPU
attempts to access memory during any clock cycle of the refresh memory cycle,
the refresh controller places the CPU in a wait state during this interval.

The specific row address to be refreshed is provided by a counter which keeps
track of the next row to be refreshed. The counter is incremented after each
refresh cycle, setting the address for the next refresh cycle to allow the
rows to be refreshed sequentially.



3.3.3 Transparent Refresh

The transparent refresh mode is selected on the TM 990/203 board by jumpering
E45 to EUU. This mode differs from the cycle stealing refresh mode in that
refresh occurs only when the processor is not accessing memory; thus, cycles
do not have to be "stolen." This is possible by synchronizing the refresh
cycle to the CPU memory cycle. The rising edge of MEMEN- from the processor
marks the end of a processor memory cycle and the start of at least one
non-memory cycle by the processor. This is an indication to the TM 990/203
that the next two clock cycles are available for refresh. Thus, a memory
refresh cycle can begin at the rise of MEMEN- without interfering with the
processor's memory access. That is, if there are no wait states, the memory
cycle is two clock cycles long. Using the worst-case situation of the
processor executing continuous divides, sufficient non-processor memory cycles
exist to guarantee complete memory refresh within 2 ms.

While the transparent refresh mode eliminates refresh-related system
performance degradation (for zero wait states), the system power consumption
can be higher since the RAM's are refreshed more often than required. As many
as one-half of the CPU machine cycles can generate refresh cycles, resulting
in multiple refresh cycles for each row during the required 2 ms refresh
interval.

Another disadvantage of transparent refresh with the TMS 9900 occurs
when transparent refresh is used with memory wait states; with each memory
access or refresh taking three or more clock cycles. Using an example with one
wait state, at every rising edge of MEMEN (end of processor memory cycle), the
memory controller initiates a refresh cycle which then consumes three clock
cycles to complete the refresh. If the processor tries to again access memory
within three clock cycles of the previous memory cycle, it must wait for the
refresh cycle to complete (wait for READY to be brought high by the memory
controller), thus decreasing memory efficiency. Therefore, if one or more wait
states are necessary, the transparent refresh mode may actually interfere more
with processor operation than the cycle steal refresh mode.

3.3.4 Direct Memory Access (DMA)

DMA is possible on the TM 990/203 board independent of the type of refresh
used. Since the transparent mode reverts to cycle steal upon refresh
violation, DMA transfers and other hold conditions may occur without
destroying data. The following are requirements for DMA devices used with the
TM 990/203 board:
a. The DMA device must use the system clock.
b. The DMA device must use the READY/NOT READY handshake methods for
data transfer as outlined in the TMS 9900 Microprocessor Data
Manual, and the TM 990 System Specification
c¢. Memory timing must be synchronized to the microcomputer board.

The transparent refresh mode on the TM 990/203 is not strictly transparent in
that any time a refresh violation occurs, the memory board will steal enough
memory cycles to ensure that the memory remains refreshed. This allows DMA



transfers and other HOLD conditions to occur without destroying data on the T™
990/203 board.

3.4 CIRCUIT DESCRIPTIONS
3.4.1 Controller Section (Schematic Sheet 4)

Figure 3-3 shows the major components of the state controller section of the
T™M 990/203 memory board. Every occurrance of MEMEN (from the system bus via
P1-80) causes a memory cycle to start by enabling the NAND gate at U30. If a
board select (BSEL) is not present, the memory cycle ends since BSEL low
disables U29 and U14. However, if BSEL is present and no refresh cycle or wait
state delay are in progress (U32-4,5,6 and U32-8,9,10), a normal memory access
cycle begins. The output of RASD- from U14-8 starts the row address strobe and
column address strobe sequence, and sets the Q- output of U31 (WAITQ-). After
the jumper-selected number of wait states have occurred, the terminate
flip-flop (U9) resets the controller to ready it for another refresh cycle.

If a refresh cycle is already in progress (REFRESHQ high) when the processor
(issuing MEMEN-) tries to access onboard memory, the attempt is sensed at U29,
pins 12 and 13; this enables signal STARTJ which is clocked into the STARTQ-
flip~-flop at U31. If BSEL at U8-9 and REFRESHQ1 at U8-10 are enabled, the
READY.B line to the processor goes low, causing the processor to enter a wait
state. When the refresh is completed, STARTQ- is gated through U30-1 and RASD-
becomes active which starts a normal memory access cycle by the processor.

A refresh cycle is initiated either by (1) the rising edge of MEMEN- which
means a memory cycle is over (transparent refresh) or (2) the timing out of
the refresh time clock (cycle steal refresh).

In the transparent mode the rising edge of MEMEN- clocks MEMENQ- active at
U16 (schematic sheet 5) which (through jumper E4U4-EUN5) presets the REFRESHQ
flip-flop (U15 on Figure 3-3) to start a refresh cycle. Since the TMS 9900
processor guarantees that there is at least two unused clock cycles after the
rising edge of MEMEN-, the transparent mode does not have to halt the
processor to complete the refresh cycle (assuming zero wait states). If the
processor is in a hold state (MEMEN- high), transparent refresh reverts to
cycle stealing upon a refresh time violation.

The cycle steal refresh mode initiates a refresh cycle when the
Jjumper-selected (E31) amount of time has occurred at the refresh timer U10
(schematic sheet 5). When the refresh timer times out, REFTIMER becomes active
to flip-flop U15 (Figure 3-3) where REFTIMEQ is clocked in by the system
clock. REFTIMEQ then waits (U8-4,5,6 or U14-2,3) until the current memory
cycle is completed (if one in progress) before clocking the refresh request
into the REFRESHQ flip-flop through U14-3,2 (or U14-4,5) and U32. Once
REFRESHQ becomes active, it disables (through U29) any onboard memory accesses
until the refresh cycle is completed by pulling the READY.B line low to halt
the processor.

Once a refresh cycle is in progress, it behaves exactly the same as a memory
access except that there are no column address strobes (CAS) since only rows
need to be addressed during a refresh. The row addresses are generated by U37
which increments the row number after each refresh. (Further explanation of
row address generation is covered in paragraph 3.4.4 which references Figure

3-7.)
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3.4.2 Parity Logic (Schematic Sheet 3)

The parity logic is shown in Figure 3-U4. One bit of parity is generated by the
parity generators/checkers (U20 & U27) during every memory write operation to
the memory board. The parity bit is stored in a memory chip on the memory
board. 0dd parity is used; thus, a one is generated if an even number of one
bits are found, and a zero generated if an odd number is found. When the same
word is read from memory, parity is again generated and the parity bits
compared with the bit stored during the write operation. If a parity error is
found by the parity generators (U27 and U20), the board LED is 1lit and an
interrupt request is generated to either INT.1- or INT.2- (jumper selectable
at E7,E8, E9 with E7-E8 for INT1.B- or E7-E6 for INT2.B-) at the TMS 9901 via
the system bus. By not inserting this jumper, the parity interrupt is
disabled; however, the board parity error LED will be lit and remains on until
reset through I/0 port P7 at the microcomputer's TMS 9901 or through the CRU.

When a parity error is found during a memory access read operation, the error
signal (PARITYERR) is gated through U29 and clocked into the parity error
flip-flop (U3) by RASQ causing the parity error LED on the memory board to be
lit; this also activates the interrupt signal. The interrupt service routine
may clear the LED by a low signal sent to CLR of U3 via one of two
jumper-selectable paths: through either (1) INT15-/P7 of the microcomputer
board TMS 9901 or (2) via a CRU write instruction with address lines Al to
A10 containing the CRU hardware base address for the input to a user-supplied
and -programmed T4S287 PROM at U5 (top of Figure 3-4). A low on the MSB of
the four-bit PROM output will extinguish the LED; thus the specified address
input to the PROM is programmed to output a 0XXX, pattern on DO4 to DO1, and
the other bits of the PROM are programmed high (or a one in the other DOlUs
output since DO1 to DO3 are not connected). The PROM remains enabled by both
select lines tied low. LED disabling paths are selected by jumpering E5-EU for
disabling via INT15-/PT7 (a zero at P7 of the TMS 9901) or E5-E6 for LED
disabling through CRU addressing.

The CRU method of checking for parity error and for clearing the latched
parity error LED allows parity error handling on several memory expansion
boards within one system. It also frees system bus line INT15- (TMS 9901
P7). Such a parity error scheme requires having different CRU addresses for
each board's PROM U5 (this PROM is supplied by the user). Note on the
schematic that only address lines Al to A10 go to this PROM; thus, only bits U
to 10 of register 12 are sensed for the hardware CRU base address. When a
parity error is detected via an interrupt, the boards can be polled by a TB
instruction to the CRU addresses of each boards' PROM U5. A TB to the board
issuing the interrupt will sense a one on the CRUIN line; the other boards
will result in a zero sensed on CRUIN. Jump instructions (JEQ or JNE) then
can be used to decide if a board did or did not cause the interrupt (JEQ will
execute if a one is on CRUIN). To clear the error indication, writing (via
either an SBO or SBZ instruction) to the PROM-U5 CRU address will cause a
CRUCLK pulse, and the zero (from U5 DOU4) at gate U2 will go to the CLR- pin of
J-K flip-flop U3, causing Q- to go high, disabling the parity-error LED.

NOTE

The user should be aware that 16 bits of CRU space is required for
each unique PROM address. Only address lines A3 to A10 are decoded by
the 743287 PROM at U5 (instead of A3 to A14). This means that the
address on All to A1l4 does not affect the selection of the 4 bits
output by the PROM. To program this PROM, see Appendix C.

3-10
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The following programming example is for a hypothetical system which contains
two TM 990/203 modules. After a parity error interrupt, each of the two
modules is polled through the CRU with the two PROM enabling addresses located
at software base addresses (R12 contents) 02004 and 021016. Once the
interrupt service routine (ISR) has been called, it first must check to find
which module issued the parity interrupt by monitoring the CRUIN line at the
CRU address of each module. One of the final steps in the ISR is to reset the
interrupt indicator of the module in error via the same CRU address that
enables the U5 PROM. Any CRU output (CRUCLK-active) will reset the indicator.

INTRPT (START OF INTERRUPT SERVICE ROUTINE)
LI R12,>0200 ADDRESS OF PROM U5 ON MODULE 1
TB 0 INTERRUPT OCCUR ON MODULE 17
JEQ  RESET YES, CORRECT, RESET THE PARITY ERROR
LI R12,>0210 ADDRESS OF PROM U5 ON MODULE 2
TB 0 INTERRUPT OCCUR ON MODULE 27
JNE  END IF NO INTERRUPTS, EXIT ROUTINE
RESET SBO O RESET INTERRUPT
. FIND LOCATION WITH ERROR
. AND CORRECT PARITY BIT OR DATA
END RTWP RETURN

3.4.3 Data Multiplexing and Buffering

Figure 3-5 is a diagram of the data multiplexing and buffering section of the
T™ 990/203. Since the TMS 4027 memory does not have tri-state data outputs,
it is necessary to use data multiplexers to select the correct memory bank.

Two signal pairs: READ and BANK A SEL or READ and BANK B SEL are ANDed
through gate U19 to enable the outputs of the correct latches, while the
outputs of the disabled latches are at high impedance. The data then is
buffered through U21 and U28 to the system bus. Data being written to memory
is gated directly to the memory chips from the buffers single only the bank
which receives the correct RAS and CAS signals will accept data.

3-12



eT—¢

(T

DATA IN

TMS 4027, 4116 MEMORYS

D0O0B-DO7B
LLLLLLLLL.LL.LLLLLJ

DATA OUT

AN

\ DATA IN ]

TMS 4027, 4116 MEMORYS

COLLTL L LU LU

DATA OUT

5
10
BANK B SEL |

D8.B-D15.6)

READ

SEL

51

FIGURE 3-5. DATA MULTIPLEXING AND BUFFERING

pI10-DI15 )
G
748373
gﬁg ﬁ\1¥ N 7415245
T . vz
DO8-DO7
[ "IdDIR G
@ G
) 748373 .
ol [= ua1 2 ]
a N~ 0E ul «
& |8 o a
= T |
[} <C
o o
(=)
[~}
N
N T4LS45
u28
D08-D015
é "IoIR 6
DO8A-DO15A 745373 §
wy
OF W 2
BANK A SEL “ 6
READ u19

SYSTEM BUS




3.4.4 Addressing and Select Logic (Schematic Sheet 4)

™ 990/203 memory boards can be part of a memory system containing up to one
megabyte of memory depending upon the system processor. With 16-bit-address
microcomputers (e.g., TM 990/100 or TM 990/101), only address lines A0 to A15
are used, and the /203 16/20-bit address jumpers should be in the 16-bit
positions. When the /203 is used with a 20-bit address bus(i.e. address
jumpers in the 20-bit position), the additional four most-significant bits are
labelled XAQ0 to XA3. These four extra address bits become the most
significant hexadecimal digit of the five-digit hexadecimal address. When
using 16-bit-address processors, the address jumper should be in the 16-bit
position and these four extended address lines are ignored; for systems with a
20-bit address, S1 and S3 will be set to the most significant binary values.

Memory-map selection on the TM990/203 is provided by four DIP 4 pole double
throw DIP switches(Off=1 and On=0) which are used to designate the upper and
lower memory address bounds of the populated memory area on the board.
Switches S1 and S3 select the upper and lower bounds of the extended addresses
(XA0-XA3). Switches S2 and S4 select the upper and lower bounds of the most
significant "nibble" of the 16-bit address. The three least significant
digits are by default FFE g for the upper memory bound; and 0004¢ for the
lower memory bound. The 1%/20-bit address bus jumper causes the /203 to
either ignore the extended address lines(E90 to E91 and E93 to E94) in the
16-bit position; or to decode the upper and lower bounds of the extended
address lines(E89 to E90 and E92 to E93) in the 20-bit position.

For example, if the following switch settings are made for a 16-bit address
system(address bus jumpers in the 16-bit position):

e S1 - don't care

e 32 to “16 (0100, or ON-QOFF-ON-ON)

e S3 - don't care

e 3 to D4g (1101, or OFF-OFF-ON-OFF)
then memory would be enabled from 400016 to DFFEq¢q (inclusive of these two
addresses). Therefore, the use of the S1-SU switch settings allows memory
bounds to be set on any 4K or 2K word boundary. If the lower bound is set

greater than the upper bound, the entire memory will be disabled.

In another example, if the following settings are made for a 16-bit address
system:

e S1 and S3 - don't care
e S2 and S4 set to 01 (0000, or all ON)

Memory would be enabled from 00004 to OFFEg.



Board select (BSEL) is determined by comparing the eight-most significant
incoming address lines XA3.B to A3.B with the values set at switches S1
through S4. Figure 3-6 shows the memory select scheme of the TM 990/203.
Switch S1 and S2 settings are magnitude compared (via U1l and U13) to the
incoming address line value to determine if the memory address is equal to or
higher than the low bound value at S1 and S2 (thus a valid incoming low
address); if so, a low is sent to U25 where a similar value from comparitors
U33 and U18 shows if the incoming address is equal to or lower than the upper
bound set at S3 and S4. The 16/20 bit address bus jumpers allow the /203 to
ignore or sense the extended address lines XAO0 - XA3. In the 16-bit
positions, the magnitude comparitors at U1 and U18 are effectively removed
from the circuit, and the extended address bits are ignored. The switch
settings on S1 and S3 are irrelevant in this case, and the switch settings on
S3 and S4 are compared with the adress lines AO-A3 to determine BDSEL. In the
20-bit position the /203 also compares the switch settings on S1 and S2 with
the address lines XAO-XA3 when determining BDSEL. If the address is within the
upper and lower bounds, BDSEL becomes active (high) at U25-6.

Refer to Figure 3-6 to determine the Memory Bounds switch settings.
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3-7 MEMORY SELECT SCHEME FOR THE TM 990/203



Figure 3-7 illustrates the addressing logic aboard the TM 990/203. U37 is a
counter that generates the refresh row addresses, and U38 is the buffer that
drives the address to the memory devices during a refresh cycle. The address
is incremented at the end of the refresh cycle, ready for the next refresh.
The counter ensures that all row addresses are accessed.

U24 and U23 are buffers used to multiplex the memory addresses from the

processor to the RAM. During processor memory cycles, U24 enables the row
address, and U23 enables the column addresses.

The row and column addresses for the memory chips are set up by two THLS24l4
octal buffers (U23 and U24) which strobe the row and column address to the
memory chips. Table 3-1 lists which processor address lines comprise the row
and the column address inputs for the two different memory chips that can be
used on the TM 990/203, Figure 3.7(a) depicts the row counter and buffering
logic for the memory refresh addresses; Figure 3-7(b) depicts the row and

column generation for memory access. Devices U23 and U24 select first the row
and then the column address, selected first by RASADDR- then CASADDR-.

TABLE 3-1. MEMORY ADDRESS GENERATION

Memory Size
Memory Address Signal 4 K 16 K
(TMS 4027) (TMS 4116)
MAC A6 A6
MA1 A5 A5
MA2 Al AL
Row MA3 A3 A3
Address MAY A8 AT
MA5 AT A2
MA6 - A1
MAT - -
MAO A14 AL
MA1 A13 A3
MA2 A12 A12
Column MA3 A1 A1
Address MAL A10 A10
MA5 A9 A9
MA6 - A8
MAT7 - -
Bank Bank B A2 AQ
Select Bank A A2 AQ
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3.4.5 Read/Write Timing

ADDRESS LOGIC

T0
MEMORIES

Figure 3-8 shows the various timer delays and details maximum and minimum

timing tolerances on the TM 990/203 board.

Figures 3-9 and 3-10 show the basic read and write operations within the
specified temperature range on the board.

with (1) no wait state (left side of the figure) and (2) one wait state (right

side of the figure).

similar wait states shown.

Figure 3-9 shows a read operation

Figure 3-10 contains timing for read operations with
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APPENDIX A

TM 990/203 JUMPER DESCRIPTIONS

The TM 990/203 was 'designed to fill the memory requirements of current TM 990
systems as well as to provide the flexibility to accommodate future system
enhancements. '

The Jjumpers are described here in order to provide an overview of the module's
versatility. This is not intended as a guide to modify the module but an aid
for the more experienced design engineer so that debugging and reconfiguration
tasks can be simplfied.

Table A-1 provides a listing of the variations that are available by using
Jumpers E1 through E75. Table A-2 provides a listing showing each possible
jumper position and a description of the variation/configuration that is made
possible by this connection. In some cases, the etch connecting certain pins
must be cut - the user is informed when this is the case. All pins are called
out by the schematic diagram sheet where they are located.

CAUTION

Cutting etch or soldering jumper wires to a TM 990 module will void
the factory warranty.



TABLE A-1 JUMPER DESCRIPTIONS

PINS

DESCRIPTION

E1 to E2 or E3

E5 to E4 or E6

E8 to E7 or E9

E13 to E10, E11,
E12, or E1l4
E66 to E67 or E68

E16 to E15, E17,
or E18
E20 to E19, E21,
or E22

E23 to E24, E25,
or E26

E27 to E28, E29,
or E30

E31 to E32, E33,
E34, or E35

E59 to E60 or Eb61

E36 to E37, E38,
or E39

E40, E41, E42, E43

E45 to E4L or E65

E47 to E46 or EU8
E50 to E49 or E51

E53 to E52 or E5Y4

Configures power to the memory chips
being used.

Determines which signal is used to reset
the parity interrupt generated on the
™ 990/203.

Determines which interrupt level (INT1 or
INT2 )is to be used for a parity interrupt.

Controls which bank of memory is selected
when more than one bank is populated. If only
one bank is populated, it must be bank A.

The jumper from E13 must be removed to select
bank A. ¥

Configure the address required for various

RAM sizes to meet the address requirements
for multiplexed addressing.

Configure wait states for systems using the
"READY" signal for memory timing control.
These jumpers must be set in the same
position for proper timing

Determine the number of refresh cycles
performed during a 1millisecond period.*

Select for portion of future RAM that is good.

For future expansion

Selects the type of refresh to be
accomplished.

Configures the chip selects for RAM.
Configures pin 9 of RAM devices

Configures parity for byte or word modes

E55 to E56 Used in conjunction with jumpers E49-E51.
Capacitors are added to filter pin 9 (+ 5 V
Vee
(CONTINUED)
*

If the E13 jumper group is used, the E66 jumper group should have no
jumpered connections and vice versa.

Likewise, if the E31 jumper group is

used, the E51 jumper group should have no jumpered connections and vice versa.
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TABLE A-1 JUMPER DESCRIPTIONS (CONCLUDED)
PINS DESCRIPTION
E57 to E58 Jumper when connected capacitors (E55 to
E56) are added to the circuit.
E59,E60, E61 See E31-E35.

E62 to E63 or E64

E65

E66,E67, E68

E69, ET0, ET1,ET72.

ET4
E78
E83

E82

E90
E93

to

to

to

or

to
to

E73 or E75
E7T9 or open

E82,E87,E88

E85 to E8Y4

E91 or E89
E94 or E92

Selects write control for the memories

See E44-EU5

See E10-E14

Configures the MSB of the address entered to
the physical MSB of the device in order to
partition the portion of RAM that is good in
the case of a partially good RAM.

Memory cycle signal select

Custom/Normal operation (Normal operation = open)

For:TMS 4027/4116;TMS4108-25-0;0r TMS4108-25-1
memories

For TMS4108 memories (wire wrap wire), /4027 or
/4116 memories

16-bit address bus (TM 990/100,/101) or
20-bit address bus system

A-3




TABLE A-2. JUMPER CONECTION DESCRIPTIONS

Jumper
Connection

Description

Schematic
Sheet

Cut
Eteh?

E1 to E2

E1 to E3

Supplies +12 volts to pin 8 of memory
devices TMS 4027 or TMS U4116.

Jumpered to supply +5 volts to pin 8 of
future memory devices

1

1

E5 to Ei

E5 to E6

In this position the parity interrupt is
reset by backplane signal INT15.B-/P7. A
low output on this line will clear and
disable the parity interrupt. A high on
this line will enable the parity inter-
rupt.

A parity interrupt is reset by executing
a CRU output (zero or one) to a partic-
ular location. The particular location
is programmed into a SNT4S287N PROM by
the user. This allows the user to free
INT15.B~- for other purposes. It also
allows the user to configure his parity
reset in the CRU address map. Up to 16
different addresses can be programmed
simultaneously

2

E8 to E9

E8 to ET7

No Jumper

Configures the TM 990/203 parity inter-
rupt to level 1 via backplane signal
INT1.B-.

Configures the parity interrupt to level
2 via INT2.B- on the backplane.
Interrupts disabled.

E13 to E10
E13 to E1d
E13 to EN

No Jumper

E13 to E12

Jumper when 4K DRAMs are used.

Jumper when 16 K RAMs are used.

Jumper when memory expansion is used.

This feature allows a swap of Bank A

and Bank B memory. A CRI output to bit

8 of the TMS 9901 on the processor module
swaps access to Bank A or Bank B. In this
way the user can expand his memory by
swapping memory Banks. A low output to
bit 8 enables Bank B and a high output en-
ables Bank A. The memory bounds switches
should not be set for more memory than
there is in one bank.

Select Bank A memories only

For future expansion.

w ww

w W

A-Y4

(CONTINUED)




TABLE A-2. JUMPER CONECTION DESCRIPTIONS(CONTINUED)

Jumper Schematic | Cut
Connection Description Sheet Etch?
E66 to E68 Should be jumpered in byte mode. Both 3 N

Banks A and B should be populated in
this case.¥*

E66 to E67 For future expansion 3 N
E16 to E15 Jumper for 4 K RAMs. 2 N
E16 to E18 Jumper for 8K or 16 K RAMs, 2 N
E16 to E17 For future expansion. 2 N
E20 to E19 Jumper for U4 K RAMs, 2 N
E20 to E22 Jumper for 8K or 16 K RAMs. 2 N
E20 to E21 For future expansion. 2 N
E23 to E24 0 memory access wait states. y N
E23 to E25 1 memory access wait states. y N
E23 to E26 2 memory access wait states. ] N
E27 to E28 0 memory access wait states. y N
E27 to E29 1 memory access wait states. y N
E27 to E30 2 memory access wait states. Yy N
E31 to E32 256 cycles/ms 5 N
E31 to E33 128 cycles/ms 5 N
E31 to E34 64 cyecles/ms 5 N
E31 to E35 32 cycles/ms 5 N
E59 to E60 0 cycles per 1 ms (test position). 5 N
E59 to E61 In TM 990 system this pin is ground 5 N

and allows external refreshes (under con-

trol from P1-91 on backplane of card cage).

A one on this pin forces a refresh cycle.

The one must be valid for one positive

transition of BUSCLK.B-.
E36 to E37 Jumper for totally good memory devices. 2 Y
E36 to E38 Most significant row or column has to 2 Y

be high for good operation.
E36 to E39 Most significant row or column has to 2 Y

be tied low for selection of portion of
RAM that is good.

(CONTINUED)

¥ If the E13 jumper group is used, the E66 jumper group should have no
Jjumpered connections and vice versa. Likewise, if the E31 jumper group is
used, the E51 jumper group should have no jumpered connections and vice versa.
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TABLE A-2. JUMPER CONECTION DESCRIPTIONS (CONCLUDED)

Jumper Schematic Cut
Connection Description Sheet Etch?
E40 to Ek1 Standard configuration. 2 Y
E40 to EU3 Partition RAM memory. 2 Y
EU2 to E43 Standard configuration. 2 Y
E42 to E41 Partition RAM memory. 2 Y
E45 to EUL Transparent refresh with cycle steal ] N
upon refresh violation.
E45 to E65 Cyecle steal refresh. 4 N
E47 to EU6 Jumper for use of UK memory devices. 3 N
E47 to EL8 Jumper for use of any other. 3 N
E50 to EU9 Jumper for those RAM devices requiring 3. Y
+5 volts on pin 9 (4K and 16K).
E50 to E51 For future expansion. 3 Y
E53 to E52 Jumper for parity on 16 bits or entire 3 Y
word.
E53 to E54 Jumper for parity on 8 bits, bits DO-D7. 3 Y
E55 to E56 Used in conjunction with jumpers E49-E51. 3 Y

In cases where pin 9 of RAM is Vee (+5V)
capacitors are added to filter this

supply.
E57 to E58 When connected capacitors are in the cir- 3 Y
cuit.
E62 to E63 Standard configuration. 5 Y
E64 to E65 Allows off-board control. 5 Y
E69 to E70 Standard configuration. 2 Y
E71 to ET72 Standard configuration. 2 Y
E69 to E72 Partition RAM memory. 2 Y
E70 to ET71 Partition RAM memory. 2 Y
E74 to ET3 For systems having early MEMCYC- signal. U Y
E74 to ET5 For systems utilizing standard MEMCYC- it Y
signal (signal comes during 2nd memory
clock cycle).
E78 to ET9 Custom application 3 N
open Normal application
E83 to E82 For use when TMS 4027 or TMS 4116 3 N
memories are present
E83 to E87% For TMS 4108-25-0 memories
E83 to E88* For TMS 4108-25-~1 memories
E8Y to EB2%#% For TMS 4108 Memories(Jumper wire) 2 N
E89 to E90 & 20-bit address bus 2 N
E92 to E93 (extended addressing)
E91 to E90 & 16-bit address bus 2 N
E94 to E93 {TMS990/100,101)

** E83 must be in TMS 4108 position
¥ E8Y4 to EB2 Jumper must also be in place
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SCHEMATICS



c-d

8 7 6 | 5 ¥ 4 3 | Megoos 1 | !

REVISIONS
NOTES: UNLESS OTHERWISE SPECIFIED. REFERENCE DESIGNATORS REVI DEZP“’”UN ] Toare T aePmoves
CNEEI5)3 rhnzome (nroempe) |_2/27/19 | & 244
I. CAPACITANCE VALUES ARE IN JUMPER  CONFIGURATION USED NOT USED ~ ,)UPD,,E D ASREE WrTA kEI:LL‘Llj'é&—V s
MICROFARADS r T Ci- C94 IC55.C10. 30.C40,c43.05¢) B [(Nd447324 ;/ mJ 7/27/79 8/7/79 [ oot
MP9705 |MP9703 | |MPIT03-2 /203 21 1/203- 214 CRI C [CN454360 780 [ 77287 | [heuro
2, RESISTANCE VALUES ARE IN €5.Eb €5,E¢ €5, E4 ES £4,E5 osl ] ADDED MFQ703 DOCUM NTATION, SHE. T
OHMS E7,E8 | €7,68 |£7.E8 €1,€8 | €7,E8 i D ]cN4s ,, w373
[Ei3, EI% Ei3,E/4 | EIOEB | E10.873 ] R - R4l R3 - B¢ Aobsoq»ﬁggaé 'Egcfdueumr/oﬁ, e
3. ALL RESISTOR ARE .28 W 5% ElG,EIB [E10,E1B | £16,EIB | EI5E16 | 16,618 Sl -5a SHEETS 2B THRU 58
£20,622 | 20,622 | €20,£22 | £19.120 | £20,622 [Tui-y18 NEYY E
ES9, E60. ¢ E6) ARL USED FOR £23,E24 | E23,E24 | £23,£24 | E23E24 3,624 [ TPI-TPIO ]
TEST ONLY . | £27,£28] €27, EeB | £27,E28| Ez1.£28 7,E28 TE94 _ ||Eé0.e81.€86
E59,E6I | £59,66/ | £59,66/ | E31,E35 1,635 -
(5] resisTor vawues To BE sELECTED E45,E65| £45,665 | E45,E65 | E45 65 | E45,645
AT UNIT TEST [ E47,E48] E47,E46 | £47.£48 | E46,E47 47.£48
[ E78,E74 £73,E79 | £73,E74 | E13,E14 | E73-£74
—] [} ror FuTuRe £xpansioN (£78,€79 | £78 ,E79 | £E78,679 | E82,E863 SEVIEE P NO —
r o €82, 83| €82,¢63| £B2,£63 | £64,E85|E84.682[ TyPE ,5\, T o
USER OPTION £B4,EB5| EB4,£85| £84,685] £90,E9/ [£90,£9/ 54500 %
k] 9,£9 | 18500 td .
-000! ASSY USES TMS 4027-25. 222’599‘;] L8 ‘5593 Eég’ggg] £93,£94 595,5947{ 74503 147" 1
POPULATED AT U45 THRU U18. > ' : 741500 14 7
~0002 ASSY USES TMS4lie JUMPER CONFIGURATION 14509 4 7
POPULATED AT U45 THRU Ll 74511 14 7
- 0003 4-0006 ASSY USES TMS4/16 /203 - 22 |/203-23 J4ss! 4 7
POPULATED AT U45 THRU UT8. €4.£5 €4, €5 745174 14 1
- 0004 ASSY (MP9703-1) USES TMS4116-15 E7.£86 |E£7,€8 141574 1T 1 _SPARES
POPULATED AT U45 THRU Ubl [HEN 5;; 74585 14 1
-0005 AssY (MP9703- z)usssmswe. 5 El6, €18 LEI6,E/8 745112 16 8
POPULATED AT U45 THR £20, 622 | £20,622 | 743114 4 7
- 0007 ASSY USES msa:oe 25 POPULATED AT U45 THRU Ubl £23,624 1 £23,£24 | 14 15125 ) 7
[3] FOR TMS 4108-25-0, JUMPER & 83 , E87 E27,E28 | £27,E28 | 745 132 T
FOR TMS 4108-25- | , JUMPER E83 , £68 £31,£34] £E31,E34 Tiszdo 26 To
£45,E65] £45,E65 -
10. TM990/203 ASSEMBLIES ARE REPRESENTED 547'2’5 Hf’ F7) 745241 20 | 10
. B 7415244 20 [ 1o
> ON SHEETS I THRU 5 OF THIS DIAGRAM I INAENAT] dLozed g e
MP9703 ASSEMBLIES ARE REPRESENTED £B7.E83] £52. 285 Tase Z <
ON SHEETS | & 2A THRU 5A OF THIS DIAGRAM £64.E85] £64,£55] _7,45 357‘; T e 1asiiz
MP9705 ASSEMBLY 1S REPRESENTED ON £90, €9/ | £90,E90 | T4L5 353 4 = viz
SHEETS 1428 THRU 58 OF THIS DIAGRAM 93, £94 | £93+£94 SOCKET (US| T6 . .
[il} WIRE WRAP WIRE CONNECTION, NO JUMPER 1D74509
PLUG ON E8%
us
| usz
z[ P . i
[ ¥4 El
PI- ’1576(—‘2\—/———4:)ﬁ‘4<:,L - vDbD 70 RAM PINB 74503 14500
— T - (SH 3)
DES Lc39 L%a _[_ £58-C90
.10 T
35V 35\/ Sov
PI-3,4,97, 98 ¢ 12 ‘ S ey 45V
‘L lc:—cme-ce l
t ¢S CHCI2,CI15+C28;
68 Ble
15v
PI- 1.2 99.100¢ ! G R 1 RV STATUS Ele[E[E[EE
11,79,81,83, l L l* ¢ = L dalailes
89,9/ CRI RS _lrcgg licas . oF s EETIER 7 R ERET)
reo  E7%8 A 15K 68
% 5V *Tiew [ NOMENCLATURE o OESCRIFTION EROCUREMENT | \ores)
680 G
Pl- 73,74 N e . N sy FARTS IITT
' . D\MENS»ON&EI: o s, e it ihef78 @TEXAS INSTRUMENTS
pi-9¢ (SRANT OUT.B- n PRRRECLAET ? Y otk
I B IR A A
PlI-95 (GRANTIN.8- ) T i . YWY DIAGRAM, LOGIC,
1560672 811 7 e e 7/ T™ 990/203
3 ; o 5 ,:'LJ,-(;- Foro e Tt 310 b
P o e ) ooy [ern ] s w Bea e —|p[o621a] 1600013
: AT T R T AT T T TR T KEBTEATION T AONE]  EXCIR-V S

7 { 6 5 i 4 a3 3 ( 2 | 1



8 | 7 | 6 | 5 + 4 3 | ™ 1ecoois 7] | 1
14585
145241 2t dl 1415393 _raiszan
LI ET 6l REFRESHG | | 1aaf2 1Tloas 214 (8 MAO SH3
Plreo AR . Bla,  jyai2 A3 Olae  BO SHAS TETEEEA—AIA g 1Si243  2v3{2 MAI sH3
3 1Ge|> 13loaz  2v22 MAZ SHE
A2.8 6 14 A2 12 “u_ﬂ Qo a3y, [T — MA3 513
PI-59 (—=5 2 ——————2lia3 1y i Bi 2| 31 el 2200 2 e MAS s
us2 2 20,12 iz vz MAS s
P58 «—AlL8 a2z rygfle Al 842 B2 20R 2q. A3 1v3 Moo SH3
=+ 18 8l0a 12 MA1
= 2G| 424 SH3
A0.8 2 18 a0 LA CRUADDR-.
PI-S1 Al 1Yl A3 B3 s SH4.5 REFRESHQI~
£0 R
1T 5 I I ons PARITYERR 7 +5
U4 | ol 1 Sn3.q BEA u
2| 3| 4 1’ ¥ : ols |1 r A
LT ET 61 | g3 PI-29
. ! ) &/ F
Pl-56 1828 a1 v 2243 Gac  eofl12§ 4o 5 4 3 salEhes
X428 i3 7 xA2 rww‘ el A3 0
PI- 85— 2AZB Bl 00 2v2 12] oy B L] & 'l 4 <
uie - 8 3 E6cryl ES
I A 7 :
P54 XA1LB 15,53 py3|S XAl Bla2 B2l |7 | 2 7 il €88 1INT 15-/P7
4 SH4 Uz —bee
74585 b \ £82 _ ¢aa 7415125
Ald, N
PI-53 X808 I7lopa  zv4[3-XA0 'Sias B[ m:/vw 1 Ho—ol® PI-7i (Ao I 1415244 0 Ri €7
1326 10 £0 6O P €87 g re 2val2 L 10K sy
NS 'I| 6[ () . Al3.B = 18] ». B A —
. P10 242 273 INTIS.B-
= NC NC E89 E90 pl-eg¢Al2:B Biza2 2yl e Pl- 14
Pl-6ae_AIL:B It12a) F31]- . CRUCLK- Pl-85
Rr2 R22 AG.8 2 s MAQ )
1K GTUPLIMIT P63 1Al 7 SEL  _gusa
1® Py Plre2e—28:8 42 1y2|te MAI 3,
14385 pl-6l A48 4 4 DS|
* S [- 71 rep A3 aline é:i 2 [ 1 T maz 58 Tmizo s
A3 0,0 sl g | el s 182 s
T RASADDR- D L= _
| o SH S Zasaoon £9p INTLB= y oy (o
el ASADDR- o=
— or 28 I Aty F Sy "y 13 19] 14Ls248 acs
q ) Uz : _
U3 I | ! : ot _Al0:B €85 a4 Sl AL = al8125 B4 INT2.8= 50 (s
Al_13],, gaftt _3IVNVY | 2 ol Plebc A9-B A 1 MAS EE?_&E
| X Pi-tac_AB.B Bloaz  zvell MAE ok e az
| a0 lzlzu zvn: MAT ;_I_GA(
[ @ o
E40 [=
prrose 218 o S L, :i',L:T RIGHT
An3 £37 E43  E42 :,,\5 Iva :’; 63 TET0 ‘E:9| AB.B
o 4 Y4 i
s ‘r.sa A :zo:j;z_ ALB
| xa3 €38 £39 LK g
gl 131
|_xA2
A2
XAl A0
B REFRESHQI-
GTUPLIMIT E
xA0] 15| 2d e : BSEL SH 4
LTLOWLIMIT 5 74851 +SV — 3 NKBSEL gy 8
XA3 — e kel 00 BANKASEL g3
2 g Ji 3
A £i0 55“\ e = : BANKB snas
ﬁL,,,,_mD@x[L - sHaBl2 4, K
B
| XAz2 . cnzr,@l 8 BANKA g 5 x
- - e iz N / 14500
Py CINT MR L . “exir TR b g
14L500 Dj96214] 1600013 AND [
- : | T T 2
8 7 6 5 1 4 | 2 | 1




. . [ i 4 3 | ™ 1eco0iaT3] | !
[}
L)
o3
nin o~ NN o
Ix I I o
Iz I zz K READ READ snza
¥ 2
al oo @l o 9uv9
a9 33 141800 BANKS 1
S|y 3| = 3 D6
3 2302 By PARGENIN
Dlea 9 39
— R - e — BANK A 14551 12
e r 7T r [ T [} a B 1 r i T [} r I} 74500
-sv — W \ | | | | | i I i | | '
sHs WRITE asfs | | ‘ | , i I 145313
SH RAS B — i3 | | | ) ) ( | | 4| 745280
sui MAO e 1 063, Ues Iues'uee I U6T | U68 | U6Y U721 073 VT 10T UTe) UTT ! UTE b0 Dis 8
| { ———<{A
SH 2 MA2 it } | . | ! | i ! 1 1 | ) ' b oL Y oia sly
sH 2 MAL lo ) X | ! 1 ! ) t \ 028 11l i6 [0z Y o3 ol
{ ] l | t ) | | 1 1 e ES2
1 I i D38 ‘ZD 2als {03 D12 “D lEs NC
U Y I A ES A N O SR I R TN WSO 3 YT (TN A 1 B s
Z)4] o[ 2| ] 2] 2 LEERIEE : 7] 2 : L HEREEE z(u b 1l-Usstofe [os Yo 1)°
P I I I I I e B I Pt e I I | I 9ol o - 2| o &f mf @ o S @ B "“‘5-»32!'3_91\091027
al 5| afl 8| 8| af 9| a| a| 2| o o| o] al ol a a{ a| a| 8] a| o] af a| § al af & 578 _8,. 4% |D7_J DI 2
L L
a[ 735280
T
\ | D D e e LI R A e i iy |
| ) i I 1 [ i | 1
3 I I | ! I
S PARITYERR
eus _RASA- + I Uae) uat uas! u49: uso) usi : uss: use ; usT | use: uss | U6l el : D6 sH2
gt 1 ' ' !
|
° i (8] ‘ I : ‘ 1 | 1 1 1 ) [ uz0
7 ) | ! { | | | : I 1 § |
1 i t | ( !
sny _YDD g ’ [ R ro
[ e A - P PR N = SRR Y S |
_J__ 2| 14 2f ¢ 2l 14 2| 2’—14 2 4 2| 14 4 4|z 141 21 M4 2| 4 ) 2| 4 2] n
d - < < <
B IV I I < I { RO P [ Y [ o o Yo Ao 5| 0f
al ol o o] o] of a| a] 0| af af o] a| of o al of o] ol a] af a} o a' ol of o & 1415245
[ L t { L DO 18y A\i——%g‘s—)waa
L D) 1y, apfd 1.B Spi-34
02 i6lpy 2 > pi-35
@ESG €58 READ
-I BANKA
€55 €57
. 1 6
Lcaz lcar lcsa | cst DS
x o Flo T o T L0 5
5 14L500 2| | ve.s
[o] 2 . Pi-4)
€482 % cae e T e 211098 Soi e
S - = —J_— 4 Dw.8 Pl-43
€41 €50 = = 5[ {ore S
e Taze 300
t .
Pl-46
o G P 8l [ous T4 4y
g2 - o
g 3 <« 0 9 DIS.8 P48
2o s <|q
)2‘ § BSEL-
< < o b READ- “si4s
> O O w
N 0 ~ @O W
5 3 & @ <«
S o A 7 v ey T
£ ¥ [€ vien""7ts TDl06214] 1600013
0 v | [ = NONE] Ten 3
8 6 ] 4 } l 2 I !




S-d

8 7 s s ) 4 3 | 1665013 4] | 1
T e READY. B
NN .
x ':: z % > P1-90
np READY TERM
WAIT STATES WAIT STATES
, Rt O WAIT OWAIT
224 R e e o
PN H1 £23 S €27 —Abﬁ—é
44 181578 0 e wal? 2 WA
PR PR Y Teee %3—01
MEMEN: 25 L GF— w1 —8p . afnc
Cike 3] H83 40 L gl WAITI sns
R QR WAITQ :
i 37 7aLs14 "
RS 745241 j: T o J 145114
+5 4K _pres- 1Al v [MRS: nl, PR sy PR s j
NC-Shiaz vz Yy afl—nc 2 a
7 z pek US B4k Us
NC—%\AS v s MEMCYC 3l E18 l”S 12],, &8 wanaa 2], ale
Pi-72 AlB e A4 o 1Y4 = EARLY | LATE CLR LR
P|-22 ¢ BUSCLK. ilp U6 ,yle __cik :
Pi-8 4 C MEMCYC.B~ 13lpa7  oyzll PMEMCYC- ‘o 745114 7
pi-g2¢DBIN.B 15lpa3  ovy> READ aiz H1 TERM W1
. _ S
Pl-806 ¢ MEMEN 17“? va3_MEMEN on he
7Y 79) R7 g Ut o 3_* WAITS c
= K 2 - TERM -
sHz HL = +5V ) L 28 WAIT
Sn7,5 REFRESHG = 14503 - "
WAITG
145240 'OL 745114 4l
REFRESH . PR
sH2,5 Q 20\a1 i l»a REFRESHQ 2 g o WAIT Uy al? e 3; als_
ia vz 9560 4 QIR SER Y o ek
2ia3 yafld BSEL- 14500 2], U3l e _STARTG- L2l U3l gle waTq-
ans SEL 184 )4 Y4 12 SEL TERM - - - CcLR CLR [
oAy mp__cLk CLK T RS- IT Tas1ia
Ne 3242 zvz’—rﬂ RS
15503 pyals READ- TERM
1T a4 a2 MEMEN — REFRESHG-
24 L RASD-
5 NC—OE6S MEMENG- SH &
= s
5%52::0— . LSre s . REFTIMER SH &
SH2,3 14550 [EYpeo ) STARTJ B
SWs BIEL- nes,
REFRESHQ 14541
Sh2 BREL BSEL
€78 £79
) o .
R41 i
%IOK 14511 MRS - T
+5v ) U)ol REFRESHQ —
;if:éﬁ*‘a Tass1 REFRESH J
Ta. RASD- o u
4 5—%
——AAA—+S
RIO !
14503 T B0 i
74500
REFTIMEQ A
STARTQ-
WAITQG -
5
[ o 1600013
. |-~ NONE] Toreer 4
8 7 6 I 5 f 4 3 M

1



9-d

6 5 ] 3 1600013 "5 ] | 1
‘¢_ Ly -
o~ woowN
T T I
0 (2] o
<]
I
)
&
NOM 4.5 MHE & 4 o
o ¥ x
7 2
TP <
0
+5V +5V 4] €77 “
" 7415393
12 * [——1 N\, Ldsia
Jes B 1 E1E.0 o ' ‘Ig‘ :‘cc
url A
14509 c13 L34 1Qc3-Ne
Iwzoopr 148132 ETN ‘gc‘ REF TIMER e
a i 2% uio 20:” 256/MS
1K HI 2l R 2o lo__128/MS
48y —A 20:9 64/MS
oG 14574 iZheir  2qgB 32/MS sy iy
3
o Q2—-NC R35 R36
_ - . 249-290
SH4 MEMEN slex gl MEMENG RASG %‘% . [5]
SH3
c9a
sH2,4 REFRESHQI- Ie;%p
REFRESHGI-
+5V 4+5v
RASADDR- %543;, 2 %naa
U4 -2%0
148132 74500 RS % (5] SH3
14509 col vss
Tesopr
7%
BANK A
BANK B SH 3
RASG
CLRG- sHa
4] 14874 14500
Y +5V
sha RASD- _ 2l als_ne
pLya- 3| Y44l RASG
K &
CLR
i
SH4 I *8
SH4 REFRESHGU-
£63 READ-
£62
ol
I |
SH3 4 READ = g a 5 E64 WETEST PI-78
<| <«
o 9 4
ol x| X
NN o<
x r I
'g [T

o
—»

| 2

t

Fﬁ%@ﬂﬁdb’l’g&m[ 6 BO00! M |E
Jsca e NONET [oreer 5
|




APPENDIX C
CRU PARITY READ/RESET USER OPTION

C.1 INTRODUCTION

This appendix contains detailed information on selecting the CRU map and
coding the T4LS287 PROM (in U5) for using the CRU to read and reset the
parity interrupts on the TM 990/203. In a system using more than one TM
990/203 board, each parity interrupt PROM can be given a separate CRU address;
thus a unique address can be used to handle parity errors for each board.

A logic 1 found at this address indicates a parity error occured; a zero

indicates no error occured. The error can be reset by writing to the address
(any CRU write instruction---SBO, SBZ, or STCR).

C.2 CRU ADDRESS NOMENCLATURE
Refer to Figure C-1 for the following definitions:
) CRU Hardware Base Address: Contents of bits 3 to 14 of register 12

° CRU Bit Address: CRU Hardware Base Address plus a signed displacement
contained in the CRU instruction

° CRU Software Base Address: Contents of bits 0 to 15 of register 12.

SOFTWARE BASE ADDRESS

AL
e Y
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
X X X X { R12
DON'T CARE

J
~

HARDWARE BASE ADDRESS

8 9 10 11 12 13 14 15

[ ADD SIGNED
L 5 '_\ 5 7 DISPLACEMENT

BIT SIGN
EXTENDED J::L
2 3 4 5 6 7 8 9 10 11 12 13 14

0 1
lolol T T T T T T T T T T T ] sooness aus

\______r____J\ W,
Y

SET TO ZERO EFFECTIVE CRU BIT ADDRESS

FOR ALL CRU

ON ADDRESS LINES A3 TO Al4
\E?ERATIONS

- Y J
{HARDWARE BIT ADDRESS

FIGURE C-1. CRU ADDRESS NOMENCLATURE
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C.3 CRU MAP SELECTION AND PROGRAMMING CONSIDERATIONS

The following considerations must be taken into account when setting up the
CRU map and programming the PROM:

The TM 990/100 and /101 microcomputer boards reserve the first 256
bits (sixteen 16-bit words) of the total L096-bit CRU space for I/0
interrupt lines and on-board expansion. Therefore, CRU hardware
baseaddresses 0000-00FF ¢ z{contained on address lines A3-A1l4 or
software base address 0000-01FE16) are reserved, and CRU hardware
base addresses 010044-0FFF4¢g are available for expansion.

Sixteen contiguous bits of CRU space are enabled by the PROM
"nibble" (U4-bits) which is programmed to a logic 0. CRU Address
lines A11-A1Y4 (least significant) are not decoded by the PROM and
therefore are "don't cares™ that do not affect the selecting of the
PROM nibbles. The 16 CRU bit addresses enabled can be computed by
concatenating any of the poissible 16 hex logic values (0 - Fqg) of
address lines A11-A14 to the end of the hex logic value on A3-A10.
For example, if A3-A10 containewd address 7Cqg then CRU bit
addresses 7C04¢g to 7CFqg would all enable the same PROM nibble
located at CRU bit address. 7C0q¢ (see Figure C-2).

Only one nibble per PROM should be programmed to a logic 0 (all
others to a 1), and in multiboard memory systems, each of the
nibbles programmed to logic O on each board should have its own
unique CRU address. This insures that a CRU software base address
(one 16-bit word) will enable only one PROM on one board. In this
way, a CRU address from the microcomputer will enable only one
PROM; thus, preventing the outputs to CRUIN from different memory
boards from overlapping and conflicting with one another.

The specific "nibble"™ in the T4S287 PROM must be programmed to a
logic 0 output for a selected CRU address input on address lines
A#-A10. However, to simplify PC board layout, address lines A3 -
A10 do not correspond directly to address input lines H - A on the
T4LS287 PROM (see Figure C-2).

AL 1y (msB) NOTE: ADDRESS LINES
A10 A11 TO A14 NOT
5 | G 7415287 INTERPRETED BY PROM
LA [ PROM
A8 e (256 x 4)
A7 b
—A3 1 ¢ (LSB) DO7 NC
—A g D02 NC
A6 | A (LSB) DO3 NC
(MSB) DO4 TO PARITY
READ/RESET

FIGURE C-2 PROM U5 (74LS287) ADDRESS AND DATA PINS
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C.4 DETERMINE PROM ADDRESS TO BE CODED WITH ZEROES
Use the following steps to code the PROM correctly:

1) Determine the desired hardware base address (bits 3 - 14 of R12) of
the PROM. (Note that only bits 3-10 are used). Address bits
A11-A14 are not decoded and are "don't cares" (see Figure C-2).

2) Insert the binary value of the hardware base address in the 12
blanks in the top of Figure C-3 (Note that bits 11-14 are "don't
cares", and bits 0-3 and bit 15 are not used)

3) Transfer the binary value of bits 3 to 10 in the top of Figure C-3
to the correspondingly numbered boxes in the bottom of the Figure.
The resulting 8-bit vbalue in the bottom boxes will be the hex PROM
address (input pins A-H) of the "nibble" to be programmed to a
logic 0.

3 4 5 6 7 8 9 10 11 12 13 1 15

ADDRESS
LINE

_ CONNECTIONS
(A3 TO A10)
TO PROM U5

MSB LSB PROM ADDRESS TO
BE PROGRAMMED

= PROM U5 address inputs

FIGURE C-3 INTERPRETING R12 CONTENTS INTO ADDRESS OF PROM "NIBBLE"
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C.5 PROGRAMMING EXAMPLES

This subsection illustrates the development of a PROM address from the CRU
hardware base address.

C.5.1 Example 1
In this example, the desired hardware base address is 01A04¢.

1) CRU Hardware Base Address
CRU bits enabled

014016
01A01g - O1AF4g

2) Interpret "nibble" address in PROM

3 4 5 6 7 8 9 10 11 12 13 14

R12 é%i;égé%?%i; 0101 O 1 1 0 11 0F X X | X} X

\ I\ J -/
Y

1 A 0 -F
(DON'T CARES)

—
U

NN

4 10 9 8 T 3 5 6

MSB 0 0 1 0 1 0

TTI1 1T

1 LSB

H G F E D C = PROM U5 address inputs

L = ]

Therefore, the PROM "nibble" at address 294¢ should be programmed to all
zeroes, and the remaining "nibbles" programmed to all ones (note that the
"nibble" can be enabled by using CRU hardware base addresses 1A044-1AFg,

software base addresses 03”016 - 035E44, because only bits 3-10 of R12 are
used to select the PROM address.

C.5.2 Example 2

In this example, the desired CRU software base address is 1FFE16.

1) CRU Software Base Address = 1FFE1g
CRU Hardware Base Address = OFFFqq
CRU bits enabled = OFF04¢

2) Interpret "nibble" address in PROM.
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/'O 1 2 3 y 5 6 7 8 9 10 11 12 13 14 15
7
R12 Egai;;%figégg 1 1 1 1 1 1 1 1 X X X X EE;Z
7, /
. o N - J\ — J
F F 0 -F
(DON'T CARES)
4 10 9 8 7 3 5 6
MSB 1 1 1 1 1 1 1 1 LSB’
H G F E D C B A = PROM U5 address inputs

Note that because address lines A3-A10 were all logic 1, the bit pattern to
the PROM was the same as the contents of bits 3-10 of register 12.

C.5.3 PROM Contents Example

Figure C-4 is a listing of the 256 four-bit "nibbles" in a PROM that has been
programmed to enable the parity error read/reset circuitry when FFqgis applied
to the PROM address inputs (as shown in the second example in C.5.2 above).
Each line labeled ADDOO to ADDFO represents 16four-bit "nibbles", whose
contents is reflected by the 16hexadecimal characters to the right of these

lables.

The first line contains the values for PROM input address 00 to OFqg,

the second line for input address 104¢ to 1F4g, is at PROM input address FFy6.

GO

TITL
T
DATH
DATH
LATA
AT
LE T

DATH

FFFF,

CROMEOE

FEFF, »FFFF .,
FFEF

FEFFF, 2FFFE
FFFF. FFFF

DATA FFFF. 2FFFF, 2FFFE, oF

DT H
DT h

SFFFF, 2FFFF. 3FFFF ., 3FFFF
FFFF . 2FFFF, 2FFFF, 3F

DATA BFFFF. 2FFFF, 5FFFF, 5
LaTa =FFFF . 2FFFF. CFFFE, SEFFE
D&TH FFFF, 2FFFF, “FFFF, 2FF

HTH
GaTa
GAThA
UaTs
ERT

SFFFF . 2FFFF , 5FFEF , 2FFFT
HFFFF . FFFF . 5FFFF, “FFFF
FFFF . 2FFFF . 5FFFF, FFFF
SFFFF, 2FFFF, 5FFFF, 2FFFO

FIGURE C-4 EXAMPLE LISTING OF PROM CONTENTS
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APPENDIX D
UTILIZING THE PARITY OPTION

D.1 GENERAL

This section describes the requirements for using the parity option on the TM
990/203. An example program is also included.

D.2 PARITY OPTION SOFTWARE REQUIREMENTS

The software requirements for utilizing the parity option of the TM 990/203
are as follows:

1. 1Initialize routine - initializes all the parity bits upon powerup or
parity interrupt rrequest.

2. Interrupt setup routine - routine that enables the appropriate
interrupt and possibly loads interrupt vectors.

3. Interrupt handler routine -~ routine written to possibly recover from
a parity failure and diagnose or analyze a parity problem. It may

call the parity initialize routine in order to correct the parity bit
that failed.

D.3 PARITY INITIALIZE ROUTINE

The parity initialize routine should be written as a subroutine so that it is
available upon request and also can be called during a powerup sequence. The
Interrupt Handler may use this routine to correct "soft" errors. A very
simple but effective method of initializing the parity bits can be
accomplished by using the code given in the SETPAR routine (page 005 of the
listing in this appendix). In this routine the content of each memory
location is read and then written back. This method is non-destructive to the
contents of memory and can be called at any time with no consequence to the
user. In short the initialize routine should write to every enabled location
in the dynamic memory. The ability to reset memory without disturbing the
contents is a useful feature.

D.4 INTERRUPT SETUP ROUTINE

The setup routine as shown in the listing is somewhat more complex than
seemingly need be because it is designed to operate under the TIBUG monitor
for the TM 990/101. The reason for the added complexity is that the hardware
is fixed. 1In essence, the interrupt vectors required for interrupt processing
are "fixed" in EPROM. The program example reads the interrupt vector program
counter value from EPROM, It inserts a BLWP (branch and load workspace
pointer) command to branch to the location of the interrupt handler. The
processor reads the vector upon receipt of an interrupt request, branches to
the program counter location and then encounters the branch inserted at this
location. This method is possible because the programmed values for the
interrupt vectors in 101 TIBUG point to user RAM and thus can be loaded with
the BLWP command followed by the branch address. If possible the interrupt
vectors should be programmed with the correct program counter and workspace
pointer. In that case the program sequence that loads the branch commands can
be omitted: this precludes the use of TIBUG for the TM 990/101.



Another more essential part of the software interrupt routine is to load the
TMS 9901 interrupt mask to enable the selected parity interrupt for the TM
990/203 interrupt request. This is necessary because the interrupt from the
TM 990/203 is processed by the TMS 9901 on the processor module.

D.5 INTERRUPT HANDLER

An interrupt handler serves two purposes. The first is to indicate that
something was in error. The second is to allow the user to recover from a
parity error and isolate the problem or return the control to the processor.

Two examples of interrupt handlers are given in the listing. One prints a
snapshot of the program environment at the time of the interrupt request.
This is a printing of the workspace pointer, program counter and status
as well as the contents of the workspace registers. The other examines the
interrupt input while reading consecutive locations in memory. This routine
maps the memory by indicating the location(s) with parity problems, if the
problem is repeatable. It may not catch a location with a "soft" error.

Diagnostic routines can be substituted in place of these routines in order to
locate failing devices.

D.6 HARDWARE

The hardware needed for the example software given is a TM 990/101M
microcomputer and a TM 990/203 expansion memory module. TIBUG resides at

locations 000016 to OFFE16 in EPROM on the TM 990/101M, and and the RAM area
on the TM 990/101M is mapped into the memory area from FE0016 to FFFE16°

The memory on the TM 990/203 can occupy any of the memory space not occupied
by the program and the TM 990/101 memory. The program should reside in EPROM.

D.7 BOARD INITIALIZATION LISTING

The listing of an example powerup routine that can be used to initialize the
TM 990/203 is given on the following pages.



PWRUPZ0O3

0002
0002
0004
Q005
0004&
0007
o003
o003
0010
0011
0012
0013
0014
Q015
0014
Q017
o0ls
Q019
0020
0021
002z
Q0232
Q024
Q025
00z4&
0027
s 1o
002
0030
0031
QOzZ
QO33
o03z4
Q025
Q034
Q037
Q0ze
QO3
0040
0041
Q04
0043
0044
0045
0044
Q047
Q043
0049
Q050
Q051
QOS2
Q052
Q054

Q055

v

TXMIRA
TM90/203 DYNAMIC RAM SET UP ROUTINE

s ok sk od o 3 o ddk g % % ok ok ok ok i d A o o %k ok ok ok K ok o sk ok 3 ok %k ok % % ok ok ok ok % %k o %k ok %k % ok % %

1.

=
i

2.3.0 78.244 00:00:41 01/01/00 PAGE 0001

IDT  “PWRUPZ0Z”

THIS PROGRAM IS JUST ONE EXAMPLE OF A POWER-UP
ROUTINE THAT COULD BE USED TO INITIALIZE THE TM990/203
DYNAMIC MEMORY BOARD.

IN GENERAL TERMZ THE FLOW OF THE PROGRAM IS AS
FOLLOWS: ,

1. INITIALIZE THE PARITY BITS IN MEMORY

2. SET THE TMS9901 INTERRUPT MASK TO ACCEPT

THE PARITY INTERRUPT.

3. INSERT BRANCHES TO THE PARITY INTERRUPT
HANDLERS AT THE PARITY INTERRUPT
PROGRAM COUNTER LOCATION.

4. ENABLE THE TMS9900 INTERRUPTS

5. EXIT

TWD EXAMFLE INTERRUFPT HANDLERE ARE GIVEN.

#*

TASE NUMBER ONE IS TO INITIALIZE ALL THE FARITY
BITS IN MEMORY. THIZ IS5 ACCOMPLISHED BY READING FROM
EACH LOCATION AND THEN WRITTING THE SAME INFORMATION
BACK. IN THIZ WAY ALL THE PARITY BITS ARE SET AND
NONE 0OF THE INFORMATION IN MEMORY IS DESTROYED. THIS.
ROUTINE IS VERY USEFUL IF EXECUTED IN A WORKING
ENVIRONMENT WHERE THE DATA IN MEMORY CAN NOT BE
DESTROYED.

#*

THE SECOND TASK IS To WRITE THE 9901 INTERRUFT
MAZE WITH A ONE FOR THE LEVEL OF INTERRLUPT ASSIGNED
T THE FARITY INTERRUFT. NOTE HERE THAT IONLY THE
BITS USED ARE WRITTEN TO, NONE OF THE OTHER INTERRUFT
MASE BITS ARE CHANGED.

#

THE THIRD PART OF THIS EXAMPLE INSERTS BRANCHES
AT THE INTERRUFT VECTOR PROGRAM COUNTER LOCATIONSE.
WHEN A FARITY INTERRUFT OCCURRE THE FROCESSOR FICKS UP
THE PROGRAM COUNTER AND WORKSPACE POINTER FROM THE
INTERRUFT VECTOR AZ USUAL. UPON ARRIVAL AT THE NEW
PROGRAM COUNTER LOCATION THE PROCESSOR FINDS A BRANCH
TO THE INTERRUFT HANDLER ROUTINE. ASSUMING THAT NOTHING
HAZ TAMPERED WITH THE CONTENTS OF THIS LOCATION SINCE
THE FOWERUF ROUTINE WAS EXECUTED.

FOLLOWING THIS BRANCH TO THE INTERRUFPT HANDLER
THERE MUZT BE A RETURN INSTRUCTION INSERTED. THIS I=
INSERTED TO ENAELE THE FROGRAM TO RETURN TO THE
FROGRAM THAT WAS EXECUTING AT THE TIME OF THE INTERRUFT
REGLUEST.

THE ASSUMPTIONS THAT ARE MADE ARE AT FOLLOWS.
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PWRUPZ03

0056
0057
0053
0059
00460
0061
0062
0063
0064
0045
0066
Q0467
0068
a0s6Y
Q070
0071
0072
Q073
0074
0072
Q0764
0077
0078
Q079
0030
0021
0032
003
0034
0035
QO34
Q027
Q08s
003y
Q070
0071
Q022
QO3
0094
QOIS
007&
0027
0073
0O
0100
0101
0102
0103
0104
0105
0104
0107
0102
0109

TXMIRA 2.3.0 78.244 00:00:41 01/01/00 PAGE 0002
TM990/203 DYNAMIC RAM SET UFP ROUTINE

FFOO
FFZ0

Q100
0020
Q380

0420

A. THE USER IS EXECUTING TIBUG 401-3.
THIS TIBUG HAS THE INTERRUPT VECTORS
PROGRAMMED SO THAT THE PC AND WS ARE
BOTH IN RAM. THUS THE BRANCH TO AN
INTERRUFPT HANDLER CAN BE INSERTED.
TIBUG 401-3 CAN BE USED BUT ONLY INT. 2
VECTOR IS PROGRAMMED TO BE USEFUL.
EB. WORKSPACES ARE DEFINED BRY THE USER NOT TO CONFLICT
WITH THOSE USED BY THE HANDLERS OR
THE INTERRUPT VECTOR ALLOCATIONS.
C. THIS ROUTINE I% CALLED VIA TIBUG“'S -“E- COMMAND
AFTER THE PC IS SET UP USING THE
"R COMMAND. EXECUTION STARTE AT THE
FIRET LOCATION.

4. %
THE FOURTH TASK IS SIMPLY A LOAD INTERRUFT MAZK
IMMEDIATE (LIMI) STATEMENT OF THE FROPER LEVEL IN
ORDER THAT THE TMS2900 WILL ACCERPT THE INTERRUFT.

WORKSPACE ALLOCATIONES

STWS B HFFOO0 WORKSPACE FOR FOWER LP ROUTINE
NTWS E 2FF20 WORKSPACE FOR INTERRUPTS

XOF DEFINITIONS

Bk o ok gk e ook K % % K ok ok Kk Kk ok %k ok k k& ok ok & ok ok R ok k k ok ok

DXOF HEXO, 10

DX0OF PRNT. 14
#*
30 4F 949 1 3 S U033 36 236 030 3 3336 B0 30036 3030 T 20030 303303 I I3 S S
# MISCELEANOUWS EQUATES

#

BAPZ01 EQU 0100 201 CRU BASE ADDRESS
TIBUG EGU 0020 TIBLG ENTRY POINT
RTWFC EGQU 0320 RTWF COMMAND

BLWPC EQU 0420 . BLWF COMMAND

»

#

9633 3 36 30 30 36 30 30 30 30 3636 3 36 30 30 30 30 30 30330 30000030 003030 3 0 30 30 H I 30 I 3 TN
34636 363 3 35 336 20 302 0 30 I 30303 T I 030 030 300 0 H I 0000 I I NI S
* POWER UP MEMORY INITIALIZE ROUTINE *
I I I IR 30303 33 0 30 I B B I I I S R R
6303 I I B30I I3 3 T NI 3 NI I IO I N B R RN
*

#* THIS ROUTINE WRITES TO EVERY LOCATION TWICE

3* IN ORDER TO ZET ALL THE PARITY BITS.
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FWRUPZO3 TXMIRA Z2.2.0 78,244 00:00:41 01/01/00 FAGE 0003
TMP90/202 DYNAMIC RAM SET UF ROUTINE

0110 * THE REASON FOR WRITING TO THE MEMORY TWICE IS To
0111 # INITIALIZE THE MEMORY CHIPS. A MINIMUM OF EIGHT
0112 * CYCLES IS REGQUIRED BEFORE THE MEMORIES ARE OFERAELE.
0112 *
0114 *
0115 POWER
0114 Q000 OZEQ LWFI TSTWS LOAD INITIALIZE WORKSFACE
Q002 FFOO
0117 Q004 ZFAO FRNT @FWRLF PRINT BANNER TCO INDICATE
0Q06 OZ3E” ’
Q113 * WHAT IS HAFFPENING.
0119 0008 O&LA0 BL @SETFPAR WRITE TO ALL LOCATIONS
. 000A O04E”
0120 000 QLAQ BL @IETFAR TWICE
GOOE QO4E~
0121 #* TO CLEAR ALL FARITY BITS
o122 *
0123 330 AR H B I I I I I I I I M N NN
0124 * THIS SECTION ENABLEZ THE PARITY INTERRUFT RY
0125 #* LOADING THE 2201 INTERRUFT MASE. ONLY ONE INTERRUFT
0124 * INPUT NEED BE ENABLED DEPENDING ON THE STATE OF THE
0127 * JUMPER ON THE TM220/202 MEMORY BOARD THAT SELECTS
0123 #* THE PRIORITY QF THE PARITY INTERRLUFT.
0129 *
01320 0010 0200 LI R12,BA?701 R1Z = 2901 BASE ADD.
0612 0100
0131 0014 1EQO ZBZ O INT MODE
0122 0014 1001 SRO 1 INT 1 MASE
01322 #* ###0OMIT FREVIOUS LINE IF INT.
01324 * LEVEL 2 I3 TD BE USED.
0135 #* JUMPER EZ TO E7
0136 *
0127 0012 1002 SBO 2 INT 2 MASK
o13e #* ###0OMIT PREVIOUS LINE IF INT.
0139 * LEVEL 1 IZ TO BE WUSED TO
0140 #* HANDLE FARITY INT. REGQUESTS
0141 * JUMFER ES TO EY
0142 *
0143 330363 90 30 36 30 33 H I 30 633 I B2 M IS IR R F R AR R
0144 - NEXT
0145 * THE PARITY INTERRUWFT FLIP FLOF IS RESET
0144 3 AND A BRANCH TO THE PARITY INTERRUFT HANDLER IZ
0147 * INSERTED AT THE INT 1 AND INT Z FROGRAM
0148 * COUNTER LIOCATIONS, .
0149 0O01A 1E17 SRZ 23 CLEAR INT. REQUEST IF ACTIVE
0150 QO01C 1017 SRO 23 RE-ENABLE PARITY INTERRLUFT
0151 * RIT 22 IS FP7 OF 2901 USED
0152 3# TO CLEAR FPARITY INTERRUPTS
0152 * ON THE TM270/2032.
0154 #*
01355 * THE FOLLOWING INSERTS OF BRANCHES TG INTERRUPT
0156 * HANDLER ROUTINES CAN BE OMITTED IF THE INTERRUPT
01357 * VECTORS CAN BE CHANGED TO ACCOMMODATE THE INTERRUFT.
0152 * THIS HAS BEEN ADDED TO WORK WITH 401-3 TIBUG.
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PWRUPZ03

TMP90/2

O3

0157
0160
Qi61
Q162
0143
0144

01465
0146

0147
0163

0169
0170

0171
0172
0173
0174
0175

0176
0177

O01E
Q020
0022
0024
Q026
o0zZe
002A
QOZC
O0OZE
00320
0032
0024
0034
033
QO2A
QO2C
QOZE
0040
0042
o044

TXMIRA
DYNAMIC RAM SET UP

0201

0006

Z0%
0202
Q820
cC42

0203

00537

T4
0204
0320
2444
0201
Q00A
ZO51
cC4z
0203

01027

CC4z
444

¥ ok ok & %

THE

Wz=FF3A PC=FF7A

2e3.0 72,244 00200241 01/01/700

ROUTINE

PAGE 0004

INTERRUPT VECTOR FOR INT 1 IN 401-32 TIBUG IS

THE INTERRUPT VECTOR FOR INT 2 IN 401-3 TIBUWG IS

WS=FF4E PC=FF4E

LI

MOV
LI

Moy
LI

MOy
LI

MOV
LI

MoV
My
LI

MoV
Moyv

R1,>6

#R1,R1
Rz, BLWPC

RZ, #R1+
K=, INT1

RZ. #R1+
R4, RTWPC

R4, #R1
R1.>A

#R1,R1
R2,#R1+
R3, INTZ

R3Z, #*R1+
R4, #R1

D-6

VECTOR FOR INTH1

GRAR VECTOR PC VALUE
REGZ = BLWF COMMAND

SET UFP BRANCH COMMAND
FICK UF INT HANDLER ENTRY ADD.

SET UP CODE ENTRY (INT PC )
THIZ IS A RTWF COMMAND

INSERT FOR RETURN
VECTOR PC FOR INTZ

GRABR VECTOR FC VALLE
SET UP BRANCH COMMAND
FICKE UF INT HANDLER ENTRY ADD.

SET UP CODE ENTRY (INT FCD)

INSERT RTWP INZTR.



PWRUP203
TMP90/203 DYNAMIC RAM SET UP ROUTINE

017%
0130

0131

0132
0183
0134
0135
0186
0137
o132
0129
0170
0131
0192
Q193
0194
Q195
0196
0197
0198
0199
Q200
Qz01
0202
Q203
0z04
0Z05%
Q204
Qz07
0203

0209

0210
0211
0212
0213
0214
0zZ15
0214
0217

az2is
0z1%

QL0

0221
Q222

0046
Q048
a04A
004C

Q04E

Q050
Q0352
0054
Q0S4

00s5s
005aA

QO5C
Q0SE
QOAD
O0L2
0044
Q064
QOLS
O0AA
Q0L
O0LE
Q070
Q072
0074
0074
QO7%
Q07A
QO7C
QO0O7E
[a]s1=1n}

TXMIRA

0300
QOOF
0440

o1ac”

C4C3

c403
0SC2
14FD
0O45H

FFZ0

QOEC

Q300
Q000
Qzoc
0120
1E07
2F A0
oonz
zoD
COAS
QO1A
2FAO

QOEC-

ZES1
ZFAD

QOFZ~

CO&G
001c
ZEZ1

2FAD

.

2.3.0 78.244 00:00:41

01/701/00 PAGE 0005

36369 9 3 3 I3 I I I 3 I 3 I 3 I I I I I 3 3 I I 3 I I I I I e I I I I AW I W I I I W I I I I I I I

LIMI
B

¥*

13

eTE:ST1

UNMAZEK, INTERRUPTS

3 334 3 36 3 3 3 I 36 K 36 F 3 3 36 I 3 A I I I3 I W I I I I I K I WK R

# THIS ROUTINE I3 CALLED VIA

“BL”

# NOTE THAT IT DOES NOT CHANGE THE CONTENTS
#* OF MEMORY.
9630 90 3030 3030 36 96 3696 36 96 3536 3 966309636 36 396636 96 3636 69690 996 3 96 0

SETPAR
CLR
SETP
MOV
INCT
JNE
RT
3*

R3

#RZ, #R3
Rz
SETF

SET START ADDRESS

READ THEN WRITE AT SAME LOC.
INC ADDRESS AND CHECK IF = O
IF NOT DONE CONTINUE
OTHERWISE RETURN

336 3 36 34 36 W 30 3 3 I I I I I 6 I3 I I W I I I A I I I I I I I I I I I H I3

# PARITY INTERRUPT HANDLER

(INT1)

F 33 36 3 3 363 3 3 36 33 3 36 30 3 30 30 3 I 3 b I I 3 I 3 I I I I I3 I S 36 I I I I A I I 30 3 3 S0

BRAN

ook Mok ok ok & K Kk X

NT1

DATA INTWE, INTIFC

INTLFC
LIMI

LI

SBZ
FRNT

MOV
MoV

FRNT

HEXD
PRNT

MOV

HEXZ
FPRNT

THIS ROUTINE PRINTS A SNAPSHOT OF

THE PROGRAM UNDER EXECUTION AT THE TIME OF
A PARITY INTERRUPT REGQUEST (INT1)

THIS PROGRAM FETCHES REGISTERE FOR TWD

CHES BACK.

0
Ri2,x0120

7
@INTMSG

R13Z,RE
ez&6(2)-R1

eWs

R1
epPC

eza(2),»R1

R1
esT

D=7

ONE FOR THE INTERRUPT AND ONE
FOR THE BRANCH INSERTED AT THE INT. VECTOR
PROGRAM COUNTER. ’

W.S.

AND PLC.

ODISABLE INTERRUFTS

SET CRU BASE TO #9201
CLEAR AND DISABLE FAR.
PRINT “FPAR. INT.

INT.
HAS OCCURRED

PICK UP BRANCH WORKSFALZE
PICK UFP PROGRAM W.F.

FRINT HEADER FOR W=

OUTPUT IT
FRINT HEADER FOR PC

GET PROGRAM P.C.

QUTPUT IT
FRINT HEADER FOR STATLES



PWRUP203

TM990/203

o
by
[
0

oo
NSRS
D10 W
b1 O

-

oo
[P N
o &

ra b R

0236
0237
0z2ze
0z29

0240
0241

0z4z2
0243
0244
0245
0246

0247
0248
024%
0250
0251
0252

OBz
0024
0026
00ag
0034
Q03
Q0BE
0090
Q092
Q094
QOR4L
0093
QO%A
Q09C
QO0%E

QOAD
O0AZ

00A4
00AL
Q0A3
0O0AA
O0AC
Q0AE
Q0RO
00OB2
QOR4
QOB&
QOB2

QOBA

OOBC
QOORE
QOCO
QoCc2
0o0C4
o6
ooce

0O0CA
ooCC
QOCE
©OoDo

TXMIRA

QOF&
COLAS
O01E
2ES1
2FAD
0189
2FAD

0189~

223
001A
0203
5230
0204
3D0O0O
04C2

0200
FFF&

073
ZFA0

QOFE”

ZF 323
2E21
0533
0z233
S5Z232A
14602
QzZ03

5241

0520

1&F32
ZFAD

Q1ae”

CO22
1602
Q702
10ER

QLA
Q04E
1007
0320

-

»

DYNAMIC RAM SET

WsOUT

WSOUT1

FIXRET

3#*

ENDPAR

uF

MOV

HEXO
PRNT

PRNT

MOV

LI

MV
PRNT

FRNT
HEXO
INC
[ §

JNE

INC

JONE
PRNT

MoV
JNE
SETO
JMP

BL

SBO
RTWF

2.32.0

ROUTINE

e30(&):R1

R1
@CRLF

@CRLF

@2&6(RE)-RE

Rz, 5230

Loy

R4, >3000
R2

RO, >FFF&
#RE+, R1
@SFACE
R

R1

R

RZ, >5232A
FIXRET
R2,>5241
RO

WsOUT1
@CRLF

R2,R2
ENDFAR
RZ
WsouT
REETFAR

7

D-8

78.244 00:00:41

01/01/00 FAGE
GET PROGRAM =T.

ouUTPUT IT
CLEAR PRINT LINE

SPACE LINE

FICK UP PROG.REGS.
SCII “ROY

ASCII =~

CLEAR FLAG

COUNTER FOR & CHARS

GET OLD REG.
QUTPUT SPACES

CONTENTS

OUTFUT REG.
OUTPUT REG.
UFPDATE NAME
IS NAME INVALID 7

NAME
CONTENTS

IF NOT. BYFASES
CHANGE “R: " TO

FI1X
“RA

INCREMENT REG. COUNT
EIGHT ON THE LINE 7
IF NOT, CONTINUE

OTHERWISE,

ALL DONE 7
IF S0, RETURN
SET LOOF FLAG
AND FINIZH

RE-ENABLE FAR. INT.
RETURN T ON GOING PROG.

CLEAR PRINT LINE



FWRUFPZOZ TXMIRA
TMZ?0/202 DYNAMIC RAM SET LUP
0254 #++++++ e+
25 H++++++t b+
0253 R L i S
0239 INTMSG
Q260 00Dz on EYTE
Qons3 ORA
0261 0OD4 20 TEXT
02462 QOE?D on BYTE
O0EA 0A
OOER 00
0263 Ws
0264 OOEC 20 TEXT
02465 00F1 Qo RYTE
0266 PC
Q267 QOFZ 20 TEXT
Q262 OOF7 00 EYTE
0Z6% =T
0270 00OF3 20 TEXT
0271 QOFD 00 BYTE
0272 SPACE
0272 OOFE 20 TEXT
0274 0100 00 BYTE
Q275 EVEN

2.3.0  78B.244 00:00:41 01/01/00 FAGE QO0O7
RIMITINE

i It s S I T ST S S T O S S S S S S S e
+4++ INTERRUFT HANDLER MESSAGES R R s
e o L R s 20 2 o S S SRS S

>0 A

FARITY INT. OQCCURRED
F05 AL 0

T WE=T
00

00

(7]
—
]

Q0

00

D-9



PWRUFZ0O3 .
TMI20/202 DYNAMIC RAM SET UF ROUTINE

0277
02732
0272
Q220
0221
02e2
[ et
Q0224
0285
[Bpet=1oN
0237
0208
0289
0220
0291
Q292
Q223
0z74

Q295

Q296
o297

]

Q029

[

Q29w

Q200

0301

0302

0303
0z204
Q305

Q204

Q307

0102
0104

0104
0102
010A
QO10C
Q10E
0110
0112
0114
0i14
0118
011A
o110

0O11E
Q120
0122
0124
a12&
0122
012A
012C

Q1zZE

0130

TXMIRA

FFz20

1067

0300

QOO0

2FAQ

oDz~

2ZFAO

1707

Q411
0424
QZ0c
QO20
1E12
OAlLC

0202
FFFE
0203
FEQO
Q200
FFF&
Z2FAQ

018%~

1FDS

-
%)
ot
o

bt %o d o d K ¥k ok ok ko K %

3#*

Z.2.0 72.244 00:00:41 01/01/700 FAGE QOOR

B 3 B I I S 303 303 3 B I 33 R I B R I I
# PARITY INTERRUFT HANDLER (INTZ) *
B FE B I 32 IR 3 3B T R TE I 3 B T B 3 B B I B I

INT2PC

AGAINIL

INTZGO

MIX

THIZ ROUTINE READS THROUGH MEMORY TO FIND
THE LOCATION OF PARITY ERRORS. THE ADDRESS
OF EACH LOCATION FOUND WITH A FARITY FROBLEM
IS PRINTED.

TO HALT THE EXECUTION OF THIS FROGRAM
TYFPE ANY CHARACTER.

ALTHOWUGH THIS FPROGRAM IS NON-DESTRUCTIVE
TO THE CONTENTS OF MEMORY THE ROUTINE MUST NOT
RUN THRU THE WORKEZPACE REGISTERSZ. UPON COMFLETION
EXECUTION IS SENT BACE TO THE ROUTINE UNDER
WAY AT THE TIME OF THE INTERRUPT.

DATA INTWS, INT2FC

LIMI O MASK ALL INTERRUFTS

FRNT @INTMSG OUTPUT INTERRUFT MESSAGE
FRNT @INTZ2CHE PRINT INTZ M3SG.

LR R1 ‘ CLEAR LOOFP COUNT

CLR R4 CLEAR FOUND FLAG

LI R1Z, 020 SET CRU BASE TO 9202

SBZ 18 CLEAR 2902 RCV. BUF. FULL FLAG
sLA R12,.1 SET UP FOR 9901 BASE

LI RZ, >FFFE SET START ADDRESS - 2

LI R, *FEOQO SET END ADDRESS

LI RO, >FFF& SET #/LINE COUNT (10)
FRNT @CRLF GO TO NEXT LINE

B L a2 S i R . o o = = = ™ e

* CHECK

¥*
¥*

CHARCK

¥*
*
#*

FOR A CHARACTER TO TERMINATE INT. HANDLER
FREMATLRELY :

TE >AA->100/72 9902 RECIEVE BUFFER FLULL

*AA I3 BIT 21 AT THE 9902 BASE
ADD. OF >80. THIS IZ THE RCV.
BUFFER FULL FLAG.

JEG EINTZ2 : IF S0, END ROUTINE



FWRUP203 TXMIRA 2.2.0 78.244 00:00:41 01/01/00 PAGE 000%
TMZ20/203 DYNAMIC RAM SET UP ROUTINE

0322 D o o b e N A s e =S

0323 0132 1E17 SRZ 23 RESET AND DIASBLE INT.
0324 0134 1D17 SBQ 23 RE-ENABLE INT.
0325 MIX1
0326 0136 OSC2 INCT R2 INCREMENT ADDRESS
0227 0138 30CZ C R2,R3 DONE YET 7
02228 O12A 130C JEB  EQINTZ2 IF S0, GO TQ END OF INTZ
0329 013C COS2 MOV #R2Z,R1 ’ READ LOCATION
03220 013E 1000 NOP H#u#WAT THHRWAT TH%n
0331 0140 431 MOV  Ri.#R2 REWRITE PARITY BIT
0332 0142 1FO2 TR z READ INT INPUT
0333 0144 13FR JEG MIX1 IF NOT, KEEP GOING !
0334 0144 2FAO FRNT @SPACE
0142 QOFE”
Q325 014A 0704 SETO R4 SET FOUND FLAG
03346 014C ZESZ2 HEXD R2 aUTPUT ERROR ANODRESES
G337 O14E 0S80 INC RO INCREMENT #/LINE COUNT
0338 0150 12EA JEG INTZGO
Q237 Q0152 10ED JMP MIX MIX IT UP
0340 EQOINTZ :
0241 0154 104 MV  R4.R4 FOUND ANY 7
0242 0154 1605 JINE  EINTZ IF 80 EXIT
Q343 0152 C041 MOV R1,R1 2 LOOPS DONE?
03244 015A 14601 JNE EDIZ IF =0, END TEST
0345 015C 10E0Q JMFP AGAIN1
0344 . EQIZ
0247 QISE ZFAQ FRNT @NONE IF NOT PRINT S0
0160 01707
0z4z EINTZ
Q249 Q&2 2FA0 FRNT @CRLF CLEAR PRINT LINE
01464 0129~
Q250 Q0166 0OAAQ BL @CETFAR -RESET PARITY RITS
01462 O04E~
Q351 014A LEL7 sBZ 23 RESET FARITY INTERRUPT
0352 016C 1D17 SBO 23 RE-ENABLE FAR. INT.
Q253 Q1&E 0320 RTWF



FPWRUP203
TMP20/203 DYNAMIC RAM SET UP ROUTINE

0355
0356
0357
03358
0357

0360
03461

0362
Q363

0344
0365
0266
0367
Q263
Q3269
0370
0371
o372
Q273
0374
Q375
03746
Q377
0373
0379
0330
0=31
0322
0333
0334
0385
Q286
03387
0238

0z
0400
Q401

0170
Q174
0178
Q17C

Q170
0O17E
O17F
0139
018A
012B

oigc
012
0190
0192
0124
0126

01922
0194

Q19
O19E

2 01AQ0

01AzZ
01A4
OlAL

TXMIRA

43
oD
0A
00

oD
OA

oD
. 0A
00

Q204
FOOO
0701
Q4c2
Q2032

FFFE

D/CH

04CE

0503
cipz
ceez
co13
c4c1
0643

#*
*
INTZCK

NONE

CRLF

#

TEXT.

BYTE

BYTE

TEXT
BYTE

EVEN

2.23.0 728.244 00:00:41 01/01/00 PAGE 0010

“ERRORS AT 7
>0, >R, 30

=L A

“NONE FOUND -

>0, AR >0

F 46 3 36 36 30 36 38 36 3 38 3 36 3 36 36 3 30 35 3 36 35 30 30 36 3 36 36 3 36 35 3 36 3 3 36 3 36 36 36 3 30 3 36 3 3 30 30 3H 3 3 I 003

#

TEST

1 LOCATES VALID RAM MEMORY *

336 3 35 36 36 30 30 3 3 30 36 9E 36 36 3 30 36 3 30 38 38 3638 3 30 36 30 3 36 3 30 30 30 3 I 3 36 33 34 36 30 30 30 3 3 3 I 83

s ok od ok ok ok koK ok ok % %k ok & & % K X

FIND

TEST 1 DEFINES START AND STOF ADDRESSED

AND PERFORMZ A BASIC READ/WRITE TEST

FROGRAM DESCRIFTION

THIS TEST WRITES TO THE FIRST LOCATION AND
THEN READS IT BACK. IF IT IS CORRECT THEN
THE INVERSE DATA IS WRITTEN T THE LQCATION.
IF IT IS CORRECT THEN THIS IS THE START ALD-
RESS. IF IT IS NOT CORRECT THEN THE NEXT
LOCATION IS CHECKED ECT. UP TO >FOQO.

ALL CONTIGUOUS BLOCKS OF MEMORY ARE
RECORDED BETWEEN 2000 AND :FOO0O0.

THIS CAN BE USED TO CHECEK THE SETTING OF THE

ADDRESS SWITCHES ON THE TM?20-Z02 BOARD.

LI

SETO
CLR
LI

CLR
CLR

INCT
MOV
MOV
MOV
MOV
DECT

R4, >FOQ0 R4 HAS SEARCH END ADD.

R1 DISTURE DATA = »FFFF

Rz DATA = O

R3, *FFFE RZ HAS SEARCH START ADD.
MINUS 2

Ré& CLR FIRST FLAG

RZ CLEAR BLOCE FOUND FLAG

R3 INCREMENT ADDRESS

#R3, R7 SAVE DATA FOR RESTORE

R2, #R3+ MOVE DATA TO LOCATION

#R3, RO SAVE DATA HERE ALS0

R1,#R3 DISTUREB DATA BUS

R2 RESTORE ADDRESS OF LOCATION



FWRUF203 TXMIRA 2.2.0 78.244 00:00:41 Q1/01/00 FAGE 0011
TM90/203 DYNAMIC RAM SET UPF ROUTINE :

Q402 01A3 1S3 MOV #RZ,RT READ DATA BACK
0402 01AA 2035 o RS, R2 S DATA VALID 7
Q404 OQO1AC 1610 JINE ENDCE1 IF NOT Ck IF LAST LOC.
0405 O1AE o0t MOV  R1,®#RZ2+ MOV INV DATA TO LOC.
Q0404 QLRO 402 MOV  R2,#R32 DISTURE DATA BUS
Q407 O1B2 04643 DECT R2 RESTORE LOC. ADDRESS
Q0402 01B4 C153 MOV #R3Z,RS READ DATA BACE
040% 01B4 8045 C RZ-R1 I= DATA VALID 7
0410 Q1BS 1404 JINE ENDCE1 IF NOT CHECK FOR END ADD.
0411 0O1BA CCC7 MOV R7.,#R3+ RESTORE DATA HERE
0412 O1BC C4C0 MOV RO, #RZ2 AND HERE
04172 O1BE 046432 DECT R2 AND RE-ADJUST R3
0414 01CO 2103 C RZ:R4 UFFER LIMIT REACHEDR 7
0415 01C2 1405 JHE ENDCK1 IF S0, QuiT
0416 01C4 Cigs MOV Ré&.Ré& OTHERWISE, SEE IF START ADD.
0417 #* HAS BEEN FOUND -
0412 01C& 14EA JNE  FIND IF S0, GO ON
0419 0108 0704 SETO RA OTHERWISE. SET START ADDRESS
0420 01CA C2473 MOV RZ,RY SET START ALDDRESS
0421 0O1CC 10E7 JMP FIND AND GO FIND END
Q422 ENDCK1
Q4232 QOLCE C2co MOV  RO,@Z(R3) RESTORE DATA
0100 0002
0424 0102 Cl18é MOV  Ré&,Ré CHECK IF START
0425 - #* ADDRESS FOUND YET
0424 0104 14607 JNE  ENDADD IF =0 R32 HAS END ALDLD.
Q427 0106 2103 = Z,R4 DONE YET &
0422 O1D2 1AEL Jh FIND IF NOT, KEEP GOING !
Q429 01DA G202 Moy 2,RE HAS ANY MEMORY BEEN FOUND 2
Q420 OiDC 1412 JNE EQT1 IF S0 CK END OF TEST 1
0421 O1DE ZFAOD . PRNT @MIGlé IF NOT PRINT NONE FOUND
QLlEQ QZ1A7
Q4322 QL1EZ 100F JMF EOTI GO TO EOTL
0433 ENDALD
0434 OLE4 2283 MOV RZ,R10 ZET END ADDRESS
0435 01E6 202 MOV R&.R& IF NOT FIRST BLOCK, DON-T
0434 0O1E3 1402 JNE  PASS FRINT ALL OF MESSAGE
0437 O1lEA 2FAO FRNT @MBOUND FRINT “MEMORY FOUNDS
QLEC 02067
0438 . PASS
0422 QOLEE Q703 SETO R2 SET BLOCK FOUND
Q440 OIFQ ZEZY HEXO R% PRINT “START ADD
0441 QLFZ2 ZFAOD FRNT eTD PRINT -“TO-
01F4 02157
0442 O1F4& 2ESA HEXD R1Q FRINT “END ADDRESS
044Z OLFZ ZFAO0 PRNT @LRLF PRINT A CAR.RET. AND LINE FEED
QLlFA Q129”7
0444 OLIFC QACE CLR Ré& CLEAR START ADDRESS FOUND FLAG
0445 O1FE 2103 C RZ.R4 DONE YET 7
0444 0200 1ACD JL FIND IF NOT, CONTINUE!
0447 EOT1
0443 # OTHERWISE
0449 0202 0460 B @TIBLG EXIT

0204 0O0Z0



FWRUPZOZ TXMIRA 2.3.0 78.244 00:00:41 01/01/00 FAGE 0012z
TMZ20/203 DYNAMIC RAM SET UP ROUTINE

0450 0204 oD MBOUND RYTE =D, 2>A

0207 OA
0451 0203 4D TEXT “MEMORY FROM -
0452 0214 00 BYTE ©
0452 02195 20 TO TEXT < ToO -
04354 0219 00 BYTE >0
PWRUPZ0Z TXMIRA 2.3.0 78.244 00:00:41 01/01/00 PAGE 0013
TM990/203 DYNAMIC RAM SET UP ROUTINE
0456 #*
0457 303636 996 369636 3 303 936 362636 I I 3636 I 36 I I I I3 I 3 I I NN
04538 021A 4E MSG14  TEXT “NO RAM MEMORY FROM >2000 TO >FQ00-
045% 023B on BYTE 2D, >A,50
023C 0A
Q230 00
0440 023E S0 PWRUP TEXT “POWER UP IN PROGRESS”
0461 0252 QD BYTE >D,2A,20
0253 QA
0254 Q0
0462 END
PWRUP203 TXMIRA 2.3.0 78.244 00:00:41 01/01/00 PAGE 0014

TMP20/203 DYNAMIC RAM SET UP ROUTINE

“ AGAIN1 O11E BA?901 0100 BLWPC 0420 - CHARCK 01ZE
“ CRLF 018% “ EINTZ 01462 “ ENDADD 01E4 “ ENDCEK1 O1CE
7~ ENDPAR OOCA 7 BEOIZ2 - 01SE 7 EOQINTZ 0154 7 EOT1 0202
7 FIND 019¢C 7 FIXRET OO0OBA X HEXO 000A < INT1 0058
7 INTIPC 0OQSC < INTZ2 Q102 7 INT2CK 0170 © INT260 0126
“ INTZPC 0104 “ INTMSG  00D2 INTWS FF20 “ MBOUND 0206
7 MIX O12E T MIX1 0136 © MSG1¢& 021A “ NONE 017D
~ PA3SS O1EE - PC QO0F2 ” POWER 0000 X PRNT OOOE
7 PWRUP 023E RO 0000 R1 Q001 R10 000A

R11 000H R12 000C R13 Q00D R14 000k

K15 QQOF R2 0002 R3 0003 R4 0004

RS - 0005 R6 0004 R7 0007 RS 0008

R 0007 RTWPC 0380 - SETP 0050 7 SETPAR OO04E
7 SPACE OOFE 7 8T 00F3 - TEST1 018C TIBUG 0030
© TO 0215 TSTWS FF0O T WS QOEC TOWsOUT Q0RO

7 WSOUT1  00A4

Q000 ERRORS
D-1k



TXXREF

AGAIN1
BAYF01
BLWPL
CHARCH,
CRLF
EINTZ
ENDADD
ENDCEK 1
ENDPAR
EQIZ
EQINT2
EOT1
FIND
FIXRET
HEXD
INT1
INTIPC
INTZ
INTZCK
INTZGO
INTZPC
INTMSG
INTWS

MBGUNDA

MIX
MIX1
MZG1l4&
NONE
FASS
PC
POWER
PRNT
FWRUP
RO

291

RS
Ré&
R7
R3

R?

Q305
0094
Q099
Q0214
02632
03438
0433
0422
Q291
0244
Q240
0447
0295
0z42

0208
0210
0274

0325
0458
032&0
04zg
Q266
0115

0460

0424
0404
o242
03244
0328
0430
0412
OZ40
0070
0162
QZ20%
0175
Qz9v
0338
0295
0z214
Q209
0437
0339
03372
0431
03247
0434
0219

0091
0117
0232
01464
0174
0Z2324
Q405
0424
0130
o215
0164
0327
Q165
Q2354
O30
0411
0170
0414
Q402
0393
0397
0215
0437
0420

-

[rx} I':j
RN
[

o]

0410

0432
0421

0298
0295

0243
0145
0176
0237
Q409
0442
0212

Q147
Q327
0169
0238
Q299
0412
0171
0427
Q403
0414
0411
0227

0440

00105245
0244 0310
0415
042 Q444
0302 032
0165 0167
0177 0214
0200 0329
302 0304
0174 0230
0331 0334
0175 0174
0232 0241
0400 0401
0413 0414
0177 Q229
Q445
0408 0409
0416 0419
0227 0234

01/01/700
0349 0443
0399 0412
01469 0171
0218 0220
0331 0343
0247 0247
0290 0373
0189 0191
0307 0327
0402 0405
0420 0422
0301 0335
0424 0424
0394 0429

FPAGE

Q423
0172
0221
0324732

0249
Q403
0171
0391
04046
0427
0241

0444

0422

0001

0172
0223
0z

02046
0404
0192
02796
0407
0434
0z41

0435

0173
0zz4
0400

0228
03297
0408
0445
oz28



TXXREF

RTWPC 0093
SETP 0190
SETPAR 01238
SPACE 0272
ST 02469
TEST1 Q3287
TIBLUG 0077

T 0453
TSTWE 0082z
WS 0243

WsouT 0231
WSOUT1 o222

THERE ARE 0058

2.3.0

0170
0173
o119
Q233
0222
0tel
0449
0441
0114
0217
0250
Q245

SYMBOLS

78.244

0120
0324

Q0205245

0252 0350

01/01/00

FAGE 0002



TABLE E-1.

Symbol

c1-C4, C6-C9, C11, C12,
C15-C28, C31-C37, CH1,
C42, Cll-C52, C54, C57-C90

c5, €29, C38
c13

C14

€39, C53

€92

€93

c94

CR1

D31

R1, R3-R6, R11, R1T,
R19, R21, R3l

R2, R7, R18, R22, R9
R8

R9

R10, R12, R23

R13

R14

R20

R2Y4, R27-R31

R25, R26

R35, R37, R39

R4O

S1, S2, S3, Su

U1, U13, U18, U33
U2 .
U3

U4, U6

U7

U8

U9, U15, U31

u10, U37

U11, U40

U12, U26

u1d, U25

U16, UL

u17

U19

APPENDIX E

PARTS LIST

PARTS LIST FOR TM 990/203 MODULE

Description
*¥Capacitor, 10 uF, 50 V

Capacitor, 68 pF, 15 V

Capacitor, 1200 pF, 25 V, 2%
Capacitor, 1000 pF, 25 V, 2%
Capacitor, 22 uF, 35 V .
Capacitor, 330 pF, 25 V, 2%
Capacitor, 2200 pF, 25 V, 2%
Capacitor, 680 pF, 25 V, 2%

Diode, Silicon Zener (TI E7918,
Motorola .UMS.1AZ1)

Optoelectric Device, TIL200

Resistor,

Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,
Resistor,

10 Kohms, 1/4 W, 5%

1 Kohms, 1/4 W, 5%

4.7 Kohms, 1/4 W, 5%
1.5 Kohms, 1/4 W, 5%
330 ohms, 1/4 W, 5%
453 ohms, 1/4 W, 1%
324 ohms, 1/4 W, 1%
680 ohms, 1/2 W, 5%
680 ohms, 1/4 W, 5%
15 ohms, 1/4 W, 5%

249 ohms, 1/4 W, 1%
422 ohms, 1/4 W, 1%

Switeh, Dual In Line, 4 position

IC, SNT7L4S85N

ic,
1c,
1c,
1c,
IC,
1c,
ic,
IC,
1c,
1c,
1c,

SN7U4LS125N
SNT4S112N
SN7LLS241N
SNT7U4S240
SNT4S03N
SNT4S114N
SN74LS393N
SNTU4S132N
SN74S09N
SNTUS51N
SNTLUSTUN

Resistor pack, 10 Kohms, 16 pins

1c,

SN74LSOON

*Exceptions for model TM 990/203-21A are listed in Table E-3.



TABLE E-1. PARTS LIST FOR TM 990/203 MODULE (CONCLUDED)

Symbol Description
u20, u27 IC, SN74S280N
U21, U28 G, SNTULS2U5N
u22, U30, U32, U3¢ IC, SNT74SOON
U29 IC, SNT74S11N
U35, U36, U41, U2 IC, SN74S373
U443 IC, SNT4LST74N
XU5, XU45-XU78 *¥Socket, 16 pin IC

TABLE E-2. MEMORY DEVICES

Symbol Description Model
U45-U78 IC, 16 K RAM, TMS 4116 TM 990/203-23
U45-061 IC, 16 X RAM, TMS 4116 T™M 990/203-22
U45-u78 IC, 4K X 1 RAM, TMS 4027 TM 990/203-21
UL45-U61 IC, 8K X 1 RAM, TMS 4108 T 990/203-21A

TABLE E-3. EXCEPTIONS TO TABLE E-1 FOR MODEL TM 990/203-21A

Symbol Description
ci-ch, c6-C9, Ci11, Ci12, Capacitor, 10 uF, 50 V
C15-C28, C31-C37, Cu1, (Deletes CU4-C52 and C75-C90)

Ch2, C54, C57-CT4

XU5, XUU5-XU61 Socket, 16 pin IC
(Deletes XU62-XUT8)

¥Exceptions for model TM 990/203-21A are listed in Table E-3.



APPENDIX F
T™M 990 MEMORY MAPPING
F-1 GENERAL

Although the TM 990/203 dynamic RAM memory board has the capability of
selecting either of the two memory banks (A and B) as explained in subsection
2.4.3.3, this does not reflect the memory mapping architecture of the TM 990
product line. This appendix outlines the TM 990 memory mapping structure.

The TM 990 address bus contains 20 separate lines, a basic set of 16 (A0
through A15) and an extended set of four (XAO through XA3). (The address bus
is covered in detail in paragraph F.3 of this appendix.) This 20-bit address
field permits the TM 990 system bus to support a memory capacity of up to one
megabyte (1,048,576 bytes) with memory mapping. This memory can be made up of
masked ROM, field-programmable ROM (PROM), erasable PROM (EPROM), static RAM
(SRAM), and dynamic RAM (DRAM). The systems designer has the flexibility to
choose the combination which best meets his application. The TM 990 product
family provides a series of processor and memory expansion modules which can
be combined to form the required configuration. Since the address space is
shared by processor on-board memory, expansion memory and memory mapped I/0,
care must be exercised when configuring a system not to overlap addresses on
the various functions, except in specific cases where bus conflicts are
avoided (for example it might be desireable to write to a mapped I/0 device
and a RAM location simultaneously).

F-2 PAGED MEMORY MAPPING

For most systems applications, the 6UK-byte memory capacity addressable by the
basic set of address lines A0 through A15 will be more than adequate. For
those systems requiring additional memory capacity, the total addressable
memory can be increased to one megabyte by use of memory mapping. Memory
mapping is a technique which enables the processor's basic 16-line address
field to be expanded into a 20-1line address field. This process 1is
illustrated in Figure F-1.

PROCESSOR
Y
16-BIT
4 12 ADDRESS WORD
Y
MEMORY
MAPPER
A
20-BIT
8 12 ADDRESS WORD

FIGURE F-1. PAGED MEMORY MAPPING



The four most significant bits of the processor's basic address field are used
by the memory mapper to access one of sixteen 8-bit codes stored within the
mapper. This 8-bit code from the mapper is put onto the extended memory
address bus to form the most significant part of the extended memory address.
The least significant 12 bits of the extended memory address are the unaltered
least significant 12 bits of the basic address from the processor. Figure F-2
shows the structure of this extended memory address word.

PAGE LOCATION WITHIN PAGE

MSB | 3 | 12 | LSB

XAO---XA3 AO=--A3  Ale—m—memmmmmeoomo A15
FIGURE F-2. EXTENDED MEMORY ADDRESS WORD

For each of the 8-bit codes obtainable from the memory mapper, there are 212
or 4096-byte addresses available to the processor. FEach set of L1096 (4K)
addresses is considered to be one page of memory. Changing the 8-bit code
from the mapper is equivalent to changing the page of memory. The 8-bit field
from the memory mapper allows up to 256 pages in the system. The four most
significant address bits from the processor, however, can address only one out
of 16 pages at a time. This is illustrated in Figure F-3.
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FIGURE F-3. MEMORY ADDRESSING WITH PAGED MEMORY MAPPING

To utilize the entire 256 pages of memory the 16 8-bit codes of the memory
mapper are dynamically altered by the processor under software control.

F-2



F-3 ADDRESS BUS

The address bus consists of 20 three-state address lines. These 20 lines are
comprised of a set of 16 basic address lines, AO through A15, and a set of
four extended address lines XAO through XA3. The address bus is used to
access memory locations, CRU bits and for memory mapped I/O.

For most applications, a 16-bit byte address is formed with A0 as the most
significant bit (MSB) and A15 as the least significant bit (LSB). These 16
bits permit a processor to address up to 64K bytes. For word addresses, line
A15 is held low and A1l becomes the LSB. A processor can address up to 32K
words. The four extended address lines permit a processor to use memory
mapping to address up to 1M bytes. Lines XAO0 (MSB) and XA3 (LSB) form the
most significant part of the 20-line address bus.

Memory-mapped 1/0 permits TM 990 I/0 modules to be addressed (for data
transfer) in the same manner as a memory location; data transfer takes place
on the TM 990 data bus. All 20 address lines may be used to access memory
mapped TM 990 I/0 modules; normally these modules should not have the same
addresses as memory locations. Most TM 990 I/0 modules, however, because of
cost, simplicity and flexibility will use the Communications Register Unit
(CRU). Each bit in the CRU is addressed individually or in groups by the

processor, using the 12-bit address field formed with address lines A3 through
AlY,

All 20 address lines are controlled by the master processor unless disabled by
the activation of HOLD-. The address lines are not terminated on the system
backplane.

F-4 MEMORY CONTROL SIGNALS

MEMEN- Memory Enable: When active (low), it indicates that the address bus
contains a memory address, and that a memory access is in progress. MEMEN-
may remaln active for several consecutive memory cycles. It is inactive
(high) during CRU cycles. MEMEN- is a three-state signal controlled by the
master processor unless disabled by activation of HOLD-. MEMEN is terminated
on the system backplane.

MEMCYC-~ Memory Cycle: When active (low), i1t indicates that a memory cycle is
in progress. MEMCYC- is activated one BUSCLK cycle after MEMEN- is made
active, and remains so only for a single memory cycle. MEMCYC- is normally
released on the second BUSCLK- following the receipt of the READY signal. A
memory cycle can be extended, however, by holding MEMCYC- active. MEMCYC- is
a three-state signal controlled by the master processor unless disabled by
activation of HOLD-. MEMCYC- is terminated on the system backplane.

DBIN Data Bus In: When active (high), it indicates that the processor has
disabled its output buffers to allow memory to place read data on the data bus
during MEMEN-. DBIN remains low in all cases except during a memory read
cycle. It can be used in conjunction with an active MEMEN- signal to indicate
the data direction during a memory cycle. (When high, a read cycle is in
progress, and when low, a write cycle is in progress.) DBIN is a three-state
signal controlled by the master processor unless disabled by activation of
HOLD-. DBIN is terminated on the system backplane.

F-3



WE- Write Enable: When active (low), it indicates that data to be written
into memory is present on the data bus. WE- is a three-state signal
controlled by the master processor unless disabled by activation of HOLD-. WE-
is terminated on the system backplane.

READY Ready: When active (high), this indicates that memory will be ready to
complete its read or write operation during the next BUSCLK- cyecle. When a
not-ready condition is indicated during a memory operation, the processor
suspends operation and enters a wait state until the memory indicates that

it is ready. READY is driven by an open collector device and is not
terminated on the system backplane.
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